
manuscript submitted to JGR: Planets

Examination of vorticity and divergence on a rotating1

turbulent convection model of Jupiter’s polar vortices2

Tao Cai3

1State Key Laboratory of Lunar and Planetary Sciences, Macau University of Science and Technology,4

Macau, P.R.China5

Key Points:6

• Deep convection model shows that the divergence and vorticity are correlated in7

the polar vortices of Jupiter.8

• The correlation varies with the depth of the atmosphere and the resolution of the9

measurement.10

• The polar vortices at the top of atmosphere are likely sustained by the transfer11

of vorticity from deeper layers.12

Corresponding author: Tao Cai, tcai@must.edu.mo, astroct@gmail.com

–1–



manuscript submitted to JGR: Planets

Abstract13

The correlation between divergence and vorticity has traditionally served as a signature14

of convection in rotating fluids. While this correlation has been observed in the JIRAM15

brightness temperature data for Jupiter’s polar vortices, it is notably absent in the JI-16

RAM images. This discrepancy presents a new challenge in determining whether this17

correlation can serve as a reliable signature of convection in rapidly rotating atmospheres.18

In this study, we analyzed data from a three-dimensional simulation of Jupiter’s polar19

vortices using a deep convection model. Our findings confirm the theoretical prediction20

of a negative correlation between divergence and vorticity in the northern hemisphere.21

Interestingly, this correlation is weaker within the cyclones compared to outside them.22

The skewness of upflows and downflows plays an important role in this negative corre-23

lation. We also observed that the correlation varies with height, being strongest near the24

interface and decaying away from it. The correlation diminishes when the resolution is25

reduced. Furthermore, our findings suggest that the geostrophic approximation may not26

be suitable for the Jovian atmosphere, particularly in the stable layer. Both tilting and27

stretching effects contribute to the material derivative of vorticity, with the tilting ef-28

fect dominating in the unstable layer and the stretching effect prevailing in the stable29

layer. This suggests a transfer of vorticity from the convectively unstable layer to the30

stable layer. Consistent with observations, we also noted an upscale energy transfer from31

smaller to larger scales.32

Plain Language Summary33

Jupiter has fascinating polar vortices on its poles. But how do they form, how deep34

are they, and how do they survive? Answering these questions will not only enhance our35

understanding of Jupiter’s weather patterns but also provide insights into the climat-36

ic conditions on our own planet, Earth. In this study, we employ a deep convection mod-37

el to elucidate the formation of these vortices. By analyzing the simulation data, we can38

ascertain whether the observed data at the top of the atmosphere bear signatures from39

deep within. Divergence, which quantifies the tendency of fluid to accumulate or disperse40

at a point, and vorticity, which measures the tendency of fluid to swirl around a point,41

are key parameters in our analysis. The correlation between these two parameters can42

serve as a signature of convection. Indeed, our simulation identifies this signature. How-43

ever, its strength varies with the depth of the atmosphere and the resolution of the mea-44

surement. Furthermore, our findings suggest that the spin of the polar vortices at the45

top of the atmosphere is likely maintained by the transfer of vorticity from the deeper46

layers of the atmosphere.47

1 Introduction48

The Juno mission has unveiled intriguing polygonal patterns of closely packed large-49

scale cyclones on Jupiter’s poles (Adriani et al., 2018; Tabataba-Vakili et al., 2020). This50

discovery of closely packed polar vortices poses a challenging problem in comprehend-51

ing the dynamics of the Jovian atmosphere. Two scenarios have been put forth to elu-52

cidate the formation of polar cyclones in gas giants: the shallow model and the deep mod-53

el. The shallow model posits that these polar cyclones are a product by moist convec-54

tion in the shallow weather layer of gas giants(Zhang & Showman, 2014; O’Neill et al.,55

2015), while the deep model advocates that they are formed by rotating convection in56

the deep atmosphere of the planets (Yadav & Bloxham, 2020; Cai et al., 2021). Despite57

the difference between the deep and shallow models, convection is increasingly being rec-58

ognized as the probable origin of these large-scale polar cyclones.59

Early simulations in three-dimensional compressible flow have indicated the poten-60

tial mechanism on the formation of large-scale vortices in rapidly rotating convection (K. Chan,61

2007). This observation was later substantiated by subsequent simulations conducted62
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on rotating compressible convection within f -boxes (Käpylä et al., 2011; K. L. Chan &63

Mayr, 2013; Cai, 2016). Moreover, K. L. Chan and Mayr (2013) identified a state tran-64

sition from large-scale cyclones to large-scale anticyclones with increasing rotation rates.65

Subsequent simulations on incompressible flow also validated the mechanism for gener-66

ating large-scale vortices in rapidly rotating convection (Julien et al., 2012; Guervilly et67

al., 2014; Favier et al., 2014; Rubio et al., 2014; Kunnen et al., 2016; Cai, 2021). It has68

been confirmed that the formation of large-scale vortices in rotating convection requires69

two conditions to be met: sufficient turbulence and rapid rotation (Guervilly et al., 2014;70

Favier et al., 2014; Cai, 2021). Recently, this mechanism has been utilized to explain the71

formation of Jupiter’s polar cyclones and the Great Red Spot (Cai et al., 2021, 2022).72

Based on the data from observations and simulations, Cai et al. (2022) postulated that73

if rapidly rotating convection is the driving force, both Jupiter’s polar vortices and the74

Great Red Spot should extend deeper than 500km. For the first time, Cai et al. (2021)75

demonstrated that the polygonal pattern of closely packed large-scale cyclones observed76

at Jupiter’s poles can be naturally reproduced through rapidly rotating convection in77

a polar gamma box. The process begins with the generation of small-scale vortices, which78

subsequently merge and expand to form large-scale cyclones. The polar beta effect then79

pushes these polar cyclones into the pole to form a polygonal pattern.80

In addition to three-dimensional deep convection models, a number of two-dimensional81

models have been employed to investigate polar cyclones in gas giants (O’Neill et al., 2015;82

Brueshaber et al., 2019; Li et al., 2020; Siegelman, Young, & Ingersoll, 2022). These mod-83

els incorporate a simple parameterization scheme to simulate the moist convection present84

in the weather layer. Some of these shallow models also apply the concept of rapidly ro-85

tating convection, as demonstrated in Rayleigh Bénard convection (Guervilly et al., 2014),86

to account for the formation of large-scale vortices in Jupiter through moist convection.87

However, the driving mechanism of large-scale vortices in Rayleigh Bénard convection88

necessitates that the convective Rossby number, defined as the ratio of convective ve-89

locity to the product of the depth of convective flow and the Coriolis parameter, be less90

than a critical value (Guervilly et al., 2014; Cai, 2021). It remains uncertain whether the91

convective Rossby number can be sufficiently small to reach this critical value in a shal-92

low weather layer. For instance, the simulation by Cai et al. (2022) suggests that a depth93

of 500km in the Jovian atmosphere is needed to achieve this critical value. The verifi-94

cation of this mechanism by moist convection calls for a more sophisticated three-dimensional95

shallow water model.96

While numerical simulations provide compelling evidence that these polar cyclones97

are likely deeply rooted, verifying this hypothesis through observation remains a formidable98

challenge. Given the difficulty of directly measuring the vertical structure, analyses pri-99

marily focus on the horizontal structure of these cyclones. Efforts have been made to un-100

derstand the dynamic processes by examining horizontal velocities. A recent analysis re-101

vealed an energy inverse cascade within the polar cyclones, mirroring observations in sim-102

ulations of rotating turbulent convection (Siegelman, Klein, et al., 2022). Another ap-103

proach has involved analyzing the divergence and vorticity in polar cyclones (Ingersoll104

et al., 2022). In turbulent convection, when the convective updraft generated in the un-105

stable layer encounters the stable layer, it diverges and becomes anticyclonic due to the106

Coriolis effect, correlating the horizontal divergence and vertical vorticity (Hathaway,107

1982). The relationship between divergence and vorticity has been studied extensively108

in the field of solar convection (Wang et al., 1995; Rüdiger et al., 1999; Gizon & Duval-109

l Jr, 2003; Egorov et al., 2004; Komm et al., 2007, 2021). Studies have revealed a notable110

correlation in solar convection, exhibiting a negative trend in the northern hemisphere111

and a positive one in the southern hemisphere.112

The flow pattern in solar convection consists of granular cells characterized by strong,113

concentrated downflow lanes and weak, expansive upflows (Brummell et al., 1996). In114

conditions of weak rotation, the cellular structure remains largely unaltered, thereby p-115
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reserving the validity of the aforementioned relationship between divergence and vortic-116

ity. However, Jupiter rotates at a significantly higher speed than the Sun. This rapid117

rotation influences the flow pattern of the Jovian atmosphere, which is dominated by jet-118

s and vortices. Given the stark contrast in flow patterns, it is uncertain whether the re-119

lationship observed in solar convection holds true in the Jovian atmosphere. Ingersoll120

et al. (2022) conducted a detailed examination of the correlation between vorticity and121

divergence within and in the vicinity of the cyclones at Jupiter’s north pole, consider-122

ing scales as small as 200km. They did not observe the negative correlation as expect-123

ed in rotating convection.124

In this paper, we investigate the relationship between divergence and vorticity on125

Jupiter’s polar cyclones, utilizing our three-dimensional simulations as a basis. Our in-126

vestigation seeks to address several key questions. Firstly, we examine whether the cor-127

relation persists in rapidly rotating convection, particularly in the presence of large-scale128

cyclones. Secondly, we explore the impact of varying resolutions and depth of atmosphere129

on these correlations. Thirdly, we investigate how the energy and vorticity transfer to130

sustain the large-scale cyclones.131

2 The model132

Using a compressible turbulent model, Cai et al. (2021) were able to successfully133

generate polar vortices that closely resemble those on Jupiter’s poles. In this study, we134

extend their work by continuing to run the model and collecting the simulation data for135

further analysis. After ignoring the viscous term and the horizontal Coriolis parameter,136

the vertical component of vorticity equation for compressible flow in the polar region can137

be described as138

Dt(ξ + f) = (ξh · ∇h)w︸ ︷︷ ︸
tilting term

− (ξ + f)δ︸ ︷︷ ︸
stretching term

+ ρ−2∇hρ×∇hp︸ ︷︷ ︸
baroclinic term

, (1)139

140

where Dt = ∂t + u · ∇ is the material derivative, u is the velocity, ξ is the vertical141

component of vorticity, ξh is the horizontal component of vorticity, δ =∇h·uh is the142

horizontal divergence, f is the Coriolis parameter, ρ is the density, and p is the pressure.143

The vorticity equation indicates that the material derivative of the vertical componen-144

t of absolute vorticity can be contributed by three effects: the tilting effect, the stretch-145

ing effect, and the baroclinic effect. Measuring the vertical velocity, density, and pres-146

sure from observation is challenging, making it difficult to evaluate the tilting effect and147

baroclinic effect. However, the horizontal velocity can be measured from observation, al-148

lowing the stretching term to be estimated. Since f is almost constant and the mean of149

δ is almost zero, the stretching effect can be approximated by the divergence-vorticity150

correlation, which is defined as the cross-correlation between ξ and δ151

C̃(δ, ξ) = 〈δ × ξ〉 =

∫∫
S
δ × ξdS∫∫
S
dS

, (2)152

where the symbol 〈·〉 denotes the horizonal average over the region of the horizonal plane153

S at a specific height. The correlation coefficient between δ and ξ, which is normalized154

by their standard deviations, can be defined as155

C(δ, ξ) =
〈δ × ξ〉

〈δ2〉1/2〈ξ2〉1/2
. (3)156

Hence the sign of the correlation C̃(δ, ξ) or C(δ, ξ) provides insights on whether the stretch-157

ing effect contributes to the change of absolute vorticity. Similarly, we can define the cor-158

relation coefficient between the vertical velocity and the horizontal vorticity, denoted as159

C(w, δ), as well as the correlation coefficient between the vertical velocity and the vor-160

ticity, represented as C(w, ξ).161
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Under the anelastic approximation, the horizontal divergence is linked to the ver-162

tical momentum through the relation δ = wHm, where Hm = −∂zln |ρw| represents163

the scale height for the vertical momentum, as described in Rüdiger et al. (1999). At the164

top of the convection zone, the value of Hm is usually positive. This is because the ver-165

tical momentum of an updraft (downdraft) tends to decrease with increasing height when166

it injects into (ejects from) the boundary. On the other hand, Hm is usually negative at167

the bottom of the convection zone. This is attributed to the fact that the vertical mo-168

mentum of updraft (downdraft) tends to decrease with decreasing height.169

Cai et al. (2021) conducted simulations of polar cyclones using a two-layer struc-170

ture. This structure consisted of a convectively stable layer positioned above a lower un-171

stable layer. When the upward (downward) convective flow is injected into (ejected from)172

the interface between these two layers, it diverged (converged), resulting in a positive173

(negative) horizonal divergence δ (see the left panel of Fig. 1 for the illustration). Flow174

that is divergent or convergent tends to be deflected due to the Coriolis effect (see the175

right panel of Fig. 1 for the illustration). This deflection results in a vorticity that is an-176

ticyclonic for divergent flow and cyclonic for convergent flow. In the northern hemisphere,177

the anticyclonic vorticity is negative, while in the southern hemisphere it is positive. Con-178

sequently, we anticipated a negative correlation of the function C̃(δ, ξ) at the stable lay-179

er in the northern hemisphere. Conversely, a positive correlation is expected in the south-180

ern hemisphere. For the sake of simplicity, hereafter our discussion will be concentrat-181

ed on the northern hemisphere. In this region, the value of C̃(δ, ξ) is anticipated to be182

negative within the stable layer.183

Figure 1. The sketch plots illustrate the horizontal divergence and vertical vorticity near the

interface between the convectively unstable and stable layers in the northern hemisphere. The

left panel depicts an updraft that diverges (indicating positive horizontal divergence) upon en-

countering the interface. The right panel depicts that the divergent flow deflects in a clockwise

direction (signifying negative vertical vorticity) due to the Coriolis effect.
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3 The result184

In this study, we use the simulation data of the hexagonal pattern of polar cyclones
in Cai et al. (2021) (referred to Case B in that paper). Cai et al. (2021) solve the fol-
lowing hydrodynamic equations of fully compressible flow by large-eddy simulation

∂tρ = −∇ · (ρv) , (4)

∂t(ρv) = −∇ · (ρvv)−∇p+∇ ·Σ + ρg + 2ρv×Ω , (5)

∂tE = −∇ · [(E + p)v − v ·Σ + Fd] + ρv · g − ρcp(T − Ttop)/τ , (6)

where ρ, p, T , v, E, Σ, Ω, cp, g, Fd, τ are the density, pressure, temperature, veloci-185

ty, total energy, viscous stress tensor, heat capacity under constant pressure, gravitation-186

al acceleration, the diffusive flux, and Newton cooling rate, respectively.187

This simulation is performed in a polar gamma box, with a horizontal to vertical188

aspect ratio λ of 16. This setup spans a colatitude angle θc of 12◦ from the pole. We choose189

the initial state values of pressure, density, temperature, and height at the top of the box190

as the reference values. Specifically, the reference values are set as follows: pressure at191

ptop = 105Pa, density at ρtop = 0.167kg/m3, temperature at Ttop = 166K, and height192

at Htop = 1841km. All physical variables are then normalized by proper combination-193

s of these reference values. For example, the time can be normalized by Htop(ptop/ρtop)−1/2,194

and the angular velocity can be normalized by H−1
top(ptop/ρtop)1/2. The simulation box195

is structured into two layers: a convectively stable layer above a convectively unstable196

layer. The initial thermal structure is set to a polytropic state with ρ = Tn. In the con-197

vectively unstable layer, n = 2.128, which is also the value of adiabatic polytropic in-198

dex nad. In the convectively stable layer, n = 9. The interface between the stable and199

unstable layers is at the nondimensional height of z = 0.95, approximately 90km from200

the top. The non-dimensional angular velocity Ω is set to 0.5, corresponds to a rotation201

period of 8.3hrs. Consequently, the non-dimensional Coriolis parameter is 1.0 at the pole.202

Hereafter, we express our results using nondimensional variables when units are not spec-203

ified. The simulation employs periodic boundary conditions in the horizontal direction-204

s. In the vertical direction, it uses impenetrable boundary condition for velocity, and con-205

stant flux and temperature respectively at the bottom and top for the thermal bound-206

aries.207

The simulation’s grid resolution, denoted as Nx ×Ny ×Nz, is set to be 11922 ×208

129. Consequently, each grid cell covers approximately 0.02◦. For additional details on209

numerical settings, one can refer to Cai et al. (2021). The velocity field, represented as210

(u, v, w), was recorded over a duration equivalent to approximately 40 units of planetary211

rotation periods. Here, u, v, w denotes the velocities along the x-, y-, and z-directions,212

respectively. Subsequently, the horizontal divergence, represented as δ = ∂xu + ∂yv,213

and the vertical vorticity, represented as ξ = ∂xv − ∂yu were computed at each grid214

point (i, j). This computation was performed using a central finite difference scheme, which215

incorporates the four neighbouring points (i− 1, j), (i+ 1, j), (i, j − 1), (i, j + 1).216

Fig. 2 presents the three-dimensional structures derived from our simulation result-217

s (Cai et al., 2021). The upper-left panel illustrates the structure of horizontal divergence218

δ. It can be observed from the figure that δ primarily deviates from zero in the vicin-219

ity of the convectively stable layer. This deviation is attributed to the tendency of the220

flow to diverge or converge upon encountering the interface. The upper-right panel de-221

picts the vertical velocity w. It unveils lane structures that align approximately with the222

rotational axis. Within the cyclones, alternating updrafts and downdrafts are observed223

in the spiral arms. These stacked vertical flows exhibit a significant positive correlation224

with δ in the stable layer. Contrary to the structure of δ, the contrast of w from the top225

to the bottom is less pronounced. The lower-left panel presents the structure of the ver-226

tical vorticity. It clearly shows that the large-scale cyclones are deeply rooted, extend-227

ing vertically from the top all the way down to the bottom. The structures of cyclones228
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are signified by showing the volume rendering of the vertical vorticity near ξ = 1 and229

ξ = 3 in the lower-right panel. Interestingly, the inner cores of these cyclones display230

a higher vorticity, forming cone-shape structures that extend from the bottom to top.231

In contrast, the outer cores of these cyclones resemble cylinder-shape strcutres.232

Figure 2. The three-dimensional structures of our simulation result (Cai et al., 2021). The

upper-left, upper-right, and lower-left panels show the structures of horizontal divergence, verti-

cal velocity, and vertical vorticity, respectively. The lower-right panel signifies the structures of

cyclones by showing the volume renderings of the vertical vorticity near ξ = 1 and ξ = 3.

3.1 Statistics in the upper stable layer233

We begin by examining the statistical behaviour at the height of z = 0.96. This234

location is just above the interface in the stable layer. Figs. 3(a-c) present contour plot-235

s of δ, ξ, and w at a height of z = 0.96. As observed in Fig. 3(a), δ exhibits a tenden-236

cy to be positive within the inner core regions of the cyclones. Conversely, in the cyclones’237

outer rims, δ displays band structures encompassing both positive and negative values.238

Beyond the confined region of these cyclones, δ exhibits a random distribution of pos-239

itive and negative values. In Fig. 3(b), ξ predominantly exhibits positive values with-240

in the inner core regions and spiral arms. However, regions situated between inner core241

and spiral arms display blocks of negative ξ values. Beyond the cyclones, ξ manifests a242

cellular structure characterized by positive lanes interspersed with negative blocks. As243

depicted in Fig. 3(c), the structure of w is quite similar to that of δ. The inner core re-244

gions predominantly exhibit upflows, while the outer rims display banded structures com-245

posed of both upflows and downflows. Figs. 3(d-f) depict the interrelationships among246

δ, ξ, and w by presenting contour plots of their respective products. It is evident in Fig. 3(d)247

that the product of δ and ξ tends to be negative in areas outside the cyclones. With-248

in the cyclones, positive and negative values of δξ are alternately distributed along the249

spiral arms. In Fig. 3(e), the product of δ and w exhibits distinct positive values both250

in the cyclones’ rims and areas outside the cyclones. This pattern indicates a strong cor-251
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relation between these two variables in these regions. However, in the inner core region-252

s of the cyclones, δ and w are largely uncorrelated. As illustrated in Fig. 3(f), the pat-253

tern of the product of w and ξ mirrors to that of δ and ξ. This similarity is expected,254

given the high correlation between w and δ.255

Figs. 3(g-l) illustrate the relationships among δ, ξ, and w by presenting their his-256

tograms and respective cross-relations. Figs. 3(g-i) show their histograms. The histogram257

of δ exhibits an approximate symmetry. In contrast, the histogram of ξ distinctly dis-258

plays a right-skewed distribution, peaking around ξ = −0.5 (the value of −Ω). This sug-259

gests a higher concentration of values on the negative side, while more extreme values260

are found on the positive side. Conversely, the histogram of w reveals a right-skewed bi-261

modal distribution, with one peak at zero and the other at a negative value. This sug-262

gests that the downward flow is less intense and more dispersed, whereas the upward flow263

is more potent but localized. Fig. 3(j-l) present the cross-relations of these three vari-264

ables. As shown in Fig. 3(j), the scatter plot of δ against ξ indeed indicates a negative265

correlation, with a correlation coefficient of -0.32. Similarly, w and ξ are negatively cor-266

related, with a correlation coefficient of -0.24. However, the correlation between w and267

δ demonstrates a strong positive correlation, with a correlation coefficient of +0.5. These268

findings align with our previous theoretical analysis.269

To enhance our understanding of the cross-relations among these variables, we have270

partitioned the data into two subsets: one that solely encompasses the cyclones (Fig. 4(a-271

f)), and the other that omits these cyclones (Fig.4(g-l)). In the first subset, the histogram272

of ξ illustrated in Fig. 4(b) presents a slightly left-skewed distribution, a characteristic273

that stands in contrast to the distribution seen in the complete data set displayed in Fig. 3(h).274

This implies a greater accumulation of positive ξ values within the regions affected by275

cyclones. Interestingly, w exhibits a nearly symmetric distribution within these cyclone276

regions (Fig. 4(c)). This observation signifies that the downward and upward flows are277

almost evenly dispersed within the cyclone-affected areas. The correlations between δ278

and ξ, and between w and ξ, are considerably less pronounced than those in the entire279

data set. The correlation coefficients, C(δ, ξ) and C(w, ξ), are -0.23 and -0.11 respective-280

ly, which are remarkably lower than their counterparts in the comprehensive data set.281

This could likely be attributed to the substantial suppression of convective motion with-282

in the areas affected by cyclones (K. L. Chan & Mayr, 2013). Fig. 4(g-l) displays the re-283

lated histograms and cross-correlations for the secondary subset. Both ξ and w exhib-284

it right-skewed distributions, suggesting that the right skewness observed in the com-285

prehensive data set is primarily attributable to this secondary subset. Unexpectedly, our286

analysis reveals that instances of extreme vorticity are more frequently observed outside287

the cyclone regions (Fig. 4(h)), rather than within them (Fig. 4(b)). The correlation co-288

efficients C(δ, ξ) and C(w, ξ) closely matched those calculated in the complete data set.289

This reaffirms that their negative correlations are primarily driven by the data outside290

the cyclone regions. The correlation coefficient C(w, δ) remains nearly constant, irrespec-291

tive of whether it is inside or outside the cyclone regions. This is reasonable, given their292

close interrelation via the principle of mass conservation.293

The scales of motion are larger within cyclones than outside of them. We can now294

examine how these scales of motion influence the histograms and correlations. The peak295

at ξ = −0.5 in the histogram of ξ depicted in Fig. 3(h) is attributed to the small-scale296

flows occurring outside the cyclones. The minor bump at ξ = 1 is due to large-scale297

flows within the cyclones, as demonstrated in the lower-right panel of Fig. 2 and Fig. 4(b).298

In the lower-right panel of Fig. 2, we also noted that high positive vorticity can either299

be concentrated in the cyclone’s inner core or distributed dispersedly outside the cyclones.300

Consequently, the extended tail on the right side of ξ in Fig. 3(h) can be ascribed to both301

intra-cyclonic and extra-cyclonic activities. The peak value at w = 0 in Fig. 3(i) is as-302

cribed to intra-cyclonic movements, while the peak of w at the negative value is linked303

to extra-cyclonic movements. Updrafts and downdrafts are nearly uniformly distribut-304
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ed within cyclones. However, outside cyclones, the distribution is skewed, with more pro-305

nounced updrafts and less intense downdrafts. The correlation between w and ξ is less306

pronounced within cyclones than outside of them. Within cyclones, the negative corre-307

lation between w and ξ is primarily due to the spiral arms, as illustrated in Fig. 2. Out-308

side of cyclones, a substantial negative correlation between w and ξ is observed for small-309

scale flows.310

3.2 Statistics in the lower unstable layer311

Similar to Fig. 3, we have depicted the corresponding contour plots at the height312

of z=0.5 in Figs. 5(a-f). In the middle of the convection zone, the flow exhibits less di-313

vergence or convergence compared to the conditions at z=0.96. This is expected due to314

the lack of an interface that would force the updraft or downdraft to change direction.315

The pattern of vorticity is more concentrated within the inner regions of cyclones, which316

are marked by reducing spiral arms. Previous discussions indicate that upflows are pre-317

dominantly concentrated in the inner regions at z=0.96. However, at z=0.5, both up-318

flows and downflows can be observed within the inner regions of cyclones. The value of319

δξ deviates from zero only around the cyclone centers, which is a contrast to the con-320

ditions at z=0.96, where it deviates from zero both inside and outside the cyclones. The321

correlation between δ and w is not significant, which is markedly different from the con-322

ditions at z=0.96, where a strong correlation between δ and w is observed. The corre-323

lation between ξ and w exhibits a strong relationship within the core areas, with both324

positive and negative values.325

Similarly, we have illustrated the histograms and correlations among δ, ξ, and w326

in Figs. 5(g-l). Each histogram displays only a minor skewness. Moreover, the correla-327

tions among these variables are weak, with C(δ, ξ) = −0.11 and C(w, ξ) = C(w, δ) =328

−0.06. It’s worth noting that the correlation between w and δ is negative, which is in329

stark contrast to the situation at z = 0.96, where a strong positive correlation is ob-330

served. Furthermore, the correlation coefficient between δ and ξ is considerably small-331

er that at z = 0.96. This suggests that the relation between δ and ξ can be insignifi-332

cant in the convection zone, despite the fact that the cyclones are propelled by convec-333

tion.334

3.3 Comparison to observation335

In previous discussion, we have examined the distribution and correlations between336

divergence and vorticity at a specific moment, mirroring the approach taken in the ob-337

servation study by Ingersoll et al. (2022). The time dependency of this correlation war-338

rants further investigation. Fig. 6(a) illustrates the value of C(δ, ξ) at z = 0.96 as a func-339

tion of time. The figure reveals that C(δ, ξ) remains relatively stable over time, suggest-340

ing a robust correlation. In addition to temporal evolution we have also explored the ef-341

fect of spatial resolution. To scrutinize the impact of resolution, we select grids (i−s, j),342

(i+s, j), (i, j−s), and (i, j+s) as neighboring grids when calculating δ and ξ. When343

s = 1, the resolution for δ and ξ is about 50km. For a larger s, the resolution will be344

s×50km. We have computed C(δ, ξ) by varying both s and z, with the results displayed345

in Fig. 6(b). The figure indicates that both height and resolution significantly influence346

C(δ, ξ).347

The strongest correlation of C(δ, ξ) is detected near the interface between the con-348

vectively unstable and stable layers. The correlation coefficient decreases rapidly above349

this interface. Ingersoll et al. (2022) employed the infrared image of the JIRAM M band350

to track clouds, corresponding to a depth of roughly 50km. Considering that this is mere-351

ly halfway to the interface, we expect that the signature for the correlation between di-352

vergence and vorticity is not substantial. Furthermore, the figure also indicates that the353

magnitude of C(δ, ξ) diminishes with a decrease in resolution. In proximity to the in-354
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Figure 3. The first row displays contour plots of the horizontal divergence (δ), the vertical

vorticity (ξ), and the vertical velocity (w). The second row illustrates contour plots of their re-

spective products, namely δξ, δw, and ξw. The third row shows the histograms of δ, ξ, and w.

The fourth row shows their cross-relations. The correlation coefficients for δ and ξ, w and ξ, and

w and δ are -0.32, -0.24, and +0.5, respectively. The selected data corresponds to a height of

z = 0.96, slightly above the interface between the convectively unstable and stable layers.

terface, C(δ, ξ) has decreased by a factor of 1/3 when the resolution is reduced from 50km355

to 300km. Away from the interface, the signature for C(δ, ξ) is even less profound when356
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Figure 4. Analogous to Fig. 3. The first two rows only take into account the data within

the cyclones. The correlation coefficients for δ and ξ, w and ξ, and w and δ are -0.23, -0.11, and

+0.49, respectively. The last two rows only take into account the data outside the cyclones. The

correlation coefficients for δ and ξ, w and ξ, and w and δ are -0.34, -0.26, and +0.5, respectively.

a lower resolution is utilized. This likely explains why Ingersoll et al. (2022) did not de-357

tect a significant signal for the correlation between divergence and vorticity.358

In our analysis, we used data from the entire plane. However, due to the limited359

field of view of JIRAM, the observed image only contains three cyclones (Ingersoll et al.,360
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Figure 5. The first row displays contour plots of the horizontal divergence (δ), the vertical

vorticity (ξ), and the vertical velocity (w). The second row illustrates contour plots of their re-

spective products, namely δξ, δw, and ξw. The third row shows the histograms of δ, ξ, and w.

The fourth row shows their cross-relations. The correlation coefficients for δ and ξ, w and ξ, and

w and δ are -0.11, -0.06, and -0.06, respectively. The selected data corresponds to a height of

z = 0.5, at the middle of the convection zone.

2022). Given that the correlation can vary among different cyclones, it becomes neces-361

sary to conduct a sensitivity analysis to understand the dependence of the correlation362
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on each individual cyclone. In Fig. 7, we computed the correlations by analyzing distinc-363

t regions: each cyclone independently and the region excluding all cyclones. The corre-364

lations within individual cyclones show sensitivity in the convectively unstable layer, yet365

they consistently follow a similar trend in the convectively stable layer, marked by a dip366

near the unstable-stable interface. Interestingly, the correlation in the region excluding367

all cyclones aligns with that computed for the entire horizontal plane. This suggests that368

the correlation is primarily influenced by points outside the cyclones. Given that all pat-369

terns exhibit a dip near the interface, it is reasonable to infer that the divergence and370

vorticity are correlated in the stable layer, irrespective of whether they are inside or out-371

side cyclones.372

Siegelman, Klein, et al. (2022) utilized a geostrophic model in conjunction with in-373

frared bright temperature data to estimated the correlation between divergence and vor-374

ticity. They have discovered a negative correlation between these two factors at a scale375

of approximately 100km. Additionally, they observed an upscale energy transfer from376

scales smaller than roughly 200km to larger scales. Ingersoll et al. (2022) questioned the377

validity of the geostrophic approximation on the application to Jovian atmosphere. Ac-378

cording to the geostrophic approximation, if it holds true, then ξ should be much less379

than f , leading to the balance of the vorticity equation Dtξ ≈ −fδ. However, simu-380

lations indicate that the magnitude of ξ can significantly exceed f (where f ≈ 1 in our381

simulation). This finding challenges the validity of the geostrophic approximation. In382

addition, the horizontal average value Dtξ should approach to zero under the geostroph-383

ic approximation, given that fδ is a linear term. However, our simulation shows that Dtξ384

is significantly different from zero, especially in the convectively stable layer.385

By taking a horizontal average of the vorticity equation, Dtξ can be expressed as386

Dtξ = (ξh · ∇h)w︸ ︷︷ ︸
tilting term

− ξδ︸︷︷︸
stretching term

+ ρ−2∇hρ×∇hp︸ ︷︷ ︸
baroclinic term

. (7)387

388

The above equation indicates that Dtξ is, in fact, balanced by three nonlinear terms: the389

stretching term, the tilting term, and the baroclinic term. We have depicted the hori-390

zontal averages of these three terms, along with their collective contribution, in Fig. 6(c).391

We note that the baroclinic term is relatively insignificant. The net contribution, equiv-392

alent to Dtξ, is distinctly nonzero in the upper stable layer, as the stretching term and393

the tilting term are not in balance. The tilting effect is more pronounced in the unsta-394

ble layer, whereas the stretching effect dominates in the stable layer. The cumulative re-395

sult is a transfer of vorticity from the unstable layer to the stable layer. In this study,396

our focus is solely on the transport of vertical vorticity. The baroclinic term in this con-397

text only encompasses the horizontal gradients of pressure and density. When observed398

in a horizontal plane, the contours of pressure and density within cyclones are nearly par-399

allel. As a result, the baroclinic term’s contribution to the transfer of vertical vortici-400

ty is negligible. However, as depicted in Fig. 2, the cyclone structures within the com-401

pressible flow exhibit baroclinicity. This baroclinicity could potentially contribute to the402

transfer of horizontal vorticities.403

Siegelman, Klein, et al. (2022) observed an upscale energy cascade from small s-404

cales to large scales. We have computed the compensated horizontal kinetic energy spec-405

tra as a function of wavenumber. As the z-direction is aperiodic, we define the two-dimensional406

horizontal kinetic energy spectrum P2h(k), as per K. L. Chan and Sofia (1996) and Cai407

et al. (2022), as follows:408 ∫
P2h(k)dk =

∑
m

∑
n

(|vx,mn|2 + |vy,mn|2) . (8)409

410

Here the subscripts m,n represent the wavenumber in the x, y-directions, respectively.411

k = b(m2+n2)1/2c is the horizontal wavenumber. We then use the compensated hori-412
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zontal kinetic energy spectrum kP2h(k) to approximate the three-dimensional kinetic en-413

ergy spectrum.414

In the simulation of the Great Red Spot, Cai et al. (2022) observed an upscale en-415

ergy transfer. Here again, we observe a similar upscale energy transfer occurs in the sim-416

ulation of polar cyclones. For wavenumbers k ≤ 30, the spectra remain almost iden-417

tical at different heights. This suggests that large-scale cyclones are maintained by the418

same mechanism, an upscale energy transfer, across both unstable and stable layers. In419

the stable layer, kinetic energy decays more rapidly at small scales. Deep atmospheric420

convection supplies the energy required for this decay in the stable layer.421

To further investigate the energy transfer within the cyclone, we selected a smal-422

l region, with a horizonal size of 2×2, only encompassing the central cyclone. The ki-423

netic energy spectrum of this confined space was computed and is illustrated in Fig. 6(e).424

The data reveals a clear inverse cascade of upscale energy transfer within the cyclone.425

Also apparent is the forward energy cascade from medium scales (k > 10) to smaller426

scales. However, we have not observed significant dissipation at the smallest scales at427

the top of the stable layer. This leads us to consider two possibilities. The first possi-428

bility is that the energy at small scales is transferred outside the cyclone, where it sub-429

sequently dissipates. The second possibility is that our resolution within the cyclone is430

insufficient to resolve the small-scale dissipations. Resolving small-scale dissipation is com-431

putationally demanding. We leave it to future studies.432

In the study by Cai et al. (2021), two cases of Jupiter’s polar cyclones were com-433

puted: one exhibiting a hexagonal pattern and the other, a pentagonal pattern. This pa-434

per conducts a comprehensive analysis of the hexagonal pattern case, revealing a sub-435

stantial negative correlation between divergence and vorticity. We then extend our in-436

vestigation to the pentagonal pattern to ascertain if the same correlation holds true. As437

illustrated in Fig.6(f), we examine the dependence of C(δ, ξ) on both the height z and438

resolution step s. The findings align closely with those of the hexagonal case, suggest-439

ing that the results are robust, provided the driving mechanisms of the polar cyclones440

remain consistent.441

4 Summary442

In rotating convection, theory suggests a negative correlation between divergence443

and vorticity in the northern hemisphere, and a positive correlation in the southern hemi-444

sphere. This relationship serves as a signature for convection. This theory has been val-445

idated by observational data from solar convection. Given the Sun’s slow rotation, so-446

lar convection is characterized by granular cells with converging downflows and diverg-447

ing upflows. These flows, deflected by the Coriolis force, result in vertical vorticity. Con-448

sequently, there is a strong correlation between horizontal divergence and vertical vor-449

ticity. However, Jupiter’s rotation is significantly faster than the Sun’s, and the Jovian450

atmospheric flow pattern is characterized by jets and large-scale vortices. The applica-451

bility of the theory to Jupiter is still a matter of debate. Ingersoll et al. (2022) investi-452

gated the relationship between divergence and vorticity for Jupiter’s polar cyclones, but453

they did not find any significant correlations. Conversely, Siegelman, Klein, et al. (2022)454

identified a correlation using a geostrophic model. This discrepancy raises questions about455

whether convection is responsible for sustaining Jupiter’s polar cyclones.456

In our previous three-dimensional simulation of deep rotating convection, we dis-457

covered that Jupiter’s polar cyclones can be naturally produced by convection. In this458

study, we have examined the relationship between divergence and vorticity using the da-459

ta from our simulation. Our findings confirm the theoretical prediction of a negative cor-460

relation between divergence and vorticity in the stable layer of the northern atmosphere.461

This correlation is less pronounced within the cyclones compared to outside them. We462
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Figure 6. (a)The time evolution of C(δ, ξ) at z = 0.96, which indicates a stable correlation

between divergence and vorticity. (b)The dependence of C(δ, ξ) on height z and resolution step s.

The resolution for calculating δ and ξ is s × 50km. (c)The distributions of horizontally averaged

stretching term, tilting term, baraclinic term, and their net contribution (tilting term - stretching

term + baroclinic term). (d)The kinetic energy spectrums as functions of wavenumbers at dif-

ferent heights 0.9 ≤ z ≤ 1. The spectrum decays more rapid at small scales with higher height.

(e)The kinetic energy spectrums in a small region with a size of 2 × 2, only encompassing the

central cyclone. (f)The dependence of C(δ, ξ) on height z and resolution step s for the case of

pentagonal pattern in Cai et al. (2021). The resolution for calculating δ and ξ is s× 100km.
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Figure 7. The dependence of C(δ, ξ) on height z and resolution step s. (a-g)C(δ, ξ) for regions

of each independent cyclone, respectively. (h)C(δ, ξ) for the region excluding all the cyclones.

The resolution for calculating δ and ξ is s× 50km.
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also observed a significant skewness in the vorticity distribution, primarily contributed463

by the areas outside the cyclones. Within the cyclones, upflows and downflows are n-464

early evenly distributed. However, outside the cyclones, the distribution of vertical ve-465

locity is significantly skewed to the right. This suggests that the skewness of upflows and466

downflows plays a crucial role in the relationship between divergence and vorticity. In467

the middle of the convection zone, the vorticity and vertical velocity are only slightly skewed,468

resulting in a weak correlation between divergence and vorticity.469

We observe that the correlation between divergence and vorticity is significantly470

influenced by both the height and resolution. A strong correlation is evident near the471

interface between the unstable and stable layers, but this correlation diminishes rapid-472

ly as we move away from the interface. The resolution used in computing divergence and473

vorticity also has a substantial impact on the correlation, with the correlation decaying474

quickly as the resolution is reduced. Ingersoll et al. (2022) utilized data from the JIRAM475

M band to compute divergence and vorticity. However, the penetrative depth of the JI-476

RAM M band is approximately 50 km, which only reaches halfway to the interface. Fur-477

thermore, the resolution of the JIRAM M band is insufficient. As a result, they were un-478

able to identify a signature for the correlation.479

Siegelman, Klein, et al. (2022) employed a geostrophic model to interpret the ob-480

servational data. However, our findings cast doubt on the validity of this model. Our sim-481

ulation data indicates that vorticity is either comparable to or exceeds the Coriolis pa-482

rameter, contradicting the geostrophic approximation’s assumption of diminishing vor-483

ticity. Furthermore, we discovered that the horizontal average of the material derivative484

of vorticity is not zero in the stable layer. The material derivative of vorticity is influ-485

enced by both stretching and tilting effects. In the stable layer, the stretching effect is486

dominant, while the tilting effect prevails in the unstable layer. These findings suggest487

a transfer of vorticity from the convectively unstable layer to the stable layer by the tilt-488

ing and stretching effects. Our simulations also reveal the occurrence of an inverse cas-489

cade, which aligns with the analysis of observed data.490

In conclusion, it is essential to compare our findings with those observed in solar491

convection. Gizon and Duvall Jr (2003) reported a correlation of a few percent between492

divergence and vorticity at the Solar surface. This correlation is significantly smaller than493

the value obtained from our simulation at the interface. However, it aligns in magnitude494

with the value from our simulation at the top of the box. These results suggest that di-495

vergence and vorticity are likely to be correlated in both slowly and rapidly rotating con-496

vection. Gizon and Duvall Jr (2003) also demonstrated that this correlation varies with497

latitude in solar convection, with the highest values observed at the poles and zero at498

the equator. It would be intriguing to compare the correlation of Jovian convection with499

that of Solar convection at different latitudes. A global simulation, or comprehensive ob-500

servation of Jupiter’s atmosphere, could provide valuable insights into this matter.501

China is planning to initiate the Tianwen-4 mission aimed at exploring the Jovian502

system. The inclusion of payloads with enhanced horizontal resolutions and deeper fil-503

ters could potentially address this issue in the future.504
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