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Abstract13

We report on a laboratory study of wave-swash interactions, which occur in the very nearshore14

environment of a beach when the shallow swash flow of a breaking wave interacts with15

a subsequent wave. Wave-swash interactions have been observed in the field, hypothe-16

sized to be important for nearshore transport processes, and categorized into different17

qualitative types, but quantitative descriptions of their dynamics have remained elusive.18

Using consecutive solitary waves with different wave heights and separations, we are able19

to reliably and repeatably generate a wide variety of wave-swash interactions with large20

flow velocities and vertical accelerations. We find that wave-swash interactions can be21

quantitatively characterized in terms of two dimensionless parameters: H2/H1 and Tsep/Tswash,22

where the first is the wave height ratio for consecutive waves and the second is a dimen-23

sionless measure of the time separation between consecutive wave crests. We find that24

wave-swash interactions commonly involve three main stages and that the cross-shore25

location of these stages is dependent on the interaction type. Using measurements of bed26

pressure and free-surface displacement, we estimate the total vertical accelerations and27

focus on the peak upward-directed acceleration. We find that wave-swash interactions28

can generate vertical accelerations that can easily exceed gravity, despite occurring in29

very shallow water depths. The vertical velocities during large vertical accelerations are30

upward-directed and are quickly followed by onshore-directed horizontal velocities. To-31

gether, our findings suggest that wave-swash interactions are capable of inducing large32

material suspension events of sediment or solutes in sediment pores, and transporting33

them onshore.34

Plain Language Summary35

Waves arriving at a beach create fast shallow flows that are responsible for mov-36

ing large amounts of sediment. Here, we consider how the flow due to one wave inter-37

acts with the next wave to arrive in idealized wave tank experiments. We find that in38

such interactions, flows moving in opposite directions can collide and create large, but39

short-lived peaks in upward-directed flow and acceleration. These peaks in flow and ac-40

celeration are likely to drive movement of material such as sediment and dissolved con-41

stituents in ways that are currently not taken into account. We also hypothesize that42

the vertical accelerations are sufficiently strong to destabilize a sediment bed.43

1 Introduction44

Water waves continuously shape sandy coastlines through sediment transport across45

a wide range of timescales, from sediment suspension events caused by individual waves46

to beach morphology changes that occur over seasons or longer [e.g., Mart´inez et al. (2018);47

Toimil et al. (2020)]. Hydrodynamically, waves transformation near the coast is classi-48

fied into several sub-regions such as the surf zone and swash zone (Dean & Dalrymple,49

2004; Holthuijsen, 2007; Jackson & Short, 2020). In the swash zone, flow begins with the50

shoreward acceleration of the shoreline with the arrival and collapse of each wave, and51

is characterised by the movement of water up and down the beach, delimited by a cy-52

cle of upwash and backwash, otherwise referred to as a swash event (Brocchini & Bal-53

dock, 2008). In particular, wave-swash interactions are events where incoming waves col-54

lide with the upwash or backwash flows of the previous swash event. Wave-swash inter-55

actions have been qualitatively described in the field [e.g., Hughes and Moseley (2007);56

Erikson et al. (2005)] and hypothesized to be an important mechanism for sediment trans-57

port [e.g., Puleo et al. (2000); Elfrink and Baldock (2002); Puleo and Butt (2006); Alsina58

et al. (2009); Puleo and Torres-Freyermuth (2016)] for some time.59

The qualitative descriptions and types of wave-swash interactions include: (a) Wave-60

upwash interactions, where the upwash flow of a wave catches the upwash flow of the pre-61

vious wave; (b) Weak wave-backwash interactions, where the upwash flow of a wave catches62
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with the backwash flow of the previous wave, with the result that the flow is again pushed63

shoreward; and (c) Strong wave-backwash interactions, which are physically similar to64

weak wave-backwash interactions, but with result that the interaction induces a stop or65

receding of the incoming flow, often accompanied by a stationary hydraulic jump. In many66

field scenarios, the development of ‘free swash events’ (no interactions) tend to occur on67

the upper beach, whereas wave-swash interactions are common in the lower beach. For68

an incident wave train with constant wave heights, the time between wave crests rela-69

tive to the timescale of the swash event has been used to understand these interactions70

(Baldock & Holmes, 1999; Lo et al., 2013; Pujara et al., 2015a), but this has been in-71

sufficient to understand the broad class of wave-swash interactions observed in the field72

for irregular waves (Chardón-Maldonado et al., 2016). Chen et al. (2023), in their re-73

cent extensive review of sediment transport models, concluded that even though there74

is an acceptance that wave-swash interactions play a critical role in the sediment trans-75

port in the swash zone, there are no parameters to determine the interaction type or the76

resulting sediment transport.77

Interest in wave-swash interactions also stems from the observations that suggest78

wave-swash interactions could develop vertical (non-hydrostatic) pressure gradients and79

associated accelerations that trigger sediment liquefaction in the surf and swash zones80

(Elfrink & Baldock, 2002; Puleo & Butt, 2006; Puleo & Torres-Freyermuth, 2016; Flo-81

rence et al., 2022; Stark et al., 2022), which would then lead to large sediment transport82

events. However, no framework exists for predicting when and if such liquefaction oc-83

curs. Indeed, some field observations suggest that wave-swash interactions that seem to84

follow very similar flow patterns produce sediment transport in opposite directions (Masselink85

et al., 2009). Similarly, output of numerical models for predicting beach morphology changes86

[e.g., Smit et al. (2010)], when compared with controlled laboratory experiments, show87

that while the hydrodynamic variables are well predicted, the suspended sediment con-88

centrations are not, especially during wave-swash interactions (Ruffini et al., 2020; Mancini89

et al., 2021). Thus, even when sediment transport mechanisms such as bedload and sus-90

pended sediment transport are implemented, they appear to lack important aspects of91

the flow and acceleration.92

In this work, we use controlled experiments in a wave flume to find quantitative93

descriptions of wave-swash interactions. Our method considers the generation solitary94

waves since they travel without change of form [ignoring small viscous losses (Liu et al.,95

2007)] and generate large swash events whose properties can be understood in terms of96

a small set of input parameters (Pujara et al., 2015b). By generating two consecutive97

solitary wave events, we can set the strength of the first swash event through the wave98

height of the first wave and set the wave height and arrival time of the second wave through99

its height and separation from the first wave, thereby providing full control of the wave-100

swash interaction. This approach complements previous experiments using regular waves,101

bi-chromatic waves, solitary waves, and dam-break bores to understand and flow and trans-102

port in the swash zone (Alsina et al., 2009; O’Donoghue et al., 2010; Sou & Yeh, 2011;103

Alsina et al., 2012; Kikkert et al., 2012; Lo et al., 2013; Pujara et al., 2015a; Alsina et104

al., 2016; O’Donoghue et al., 2016; Alsina et al., 2018; Wu et al., 2021; Barranco & Liu,105

2021; Pintado-Patiño et al., 2021). By mimicking the interactions observed in the field,106

we analyze the main kinematic properties of wave-swash interactions, focusing in par-107

ticular on the vertical accelerations and their correlation with the flow evolution. We find108

that there are large upward-directed vertical accelerations for certain interactions that109

cluster together when mapped onto two dimensionless parameters that can also predict110

different wave-swash interaction types.111

The remainder of this manuscript is structured as follows. Section 2 presents the112

description of the experimental setup, including wave generation and instrumentation,113

section 3 contains the results and analysis for swash events driven by single solitary waves114
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Figure 1. Wave flume definition sketch with locations of the different sensors.

and wave-swash interactions driven by consecutive solitary waves, and the concluding115

remarks are given in section 4.116

2 Laboratory Experiments117

2.1 Wave Flume Setup118

Experiments were conducted in a wave flume at the Water Science and Engineer-119

ing Laboratory (WSEL) of the University of Wisconsin-Madison (Figure 1). The WSEL120

flume (39 m length, 0.9 m width, and 1.1 m height) is equipped with a piston-type wave-121

maker controlled by AwaSys (Aalborg University, Denmark) at one end and an imper-122

meable smooth beach with slope 1:10 at the other end. The water depth was kept con-123

stant throughout the experiments at h = 0.3 m. Swash events and wave-swash events124

were generated using solitary waves. We place the origin of the lab coordinate system125

at the still water line (SWL) on the beach with x pointing onshore and z pointing up-126

wards against gravity.127

Measurements of both the free-surface displacement (η and the flow velocity (u, v, w)128

were taken at two control points, one in a constant depth at x = −8.83 m (CP1) and129

one in the wave-swash interaction zone at x = −0.3 m (CP2), and additional measure-130

ments of the free-surface displacement were taken at the toe of the beach (x = −3 m).131

The free-surface displacement was measured at CP1 and CP2 using ultrasonic acoustic132

wave gauges (USWG; Senix ToughSonic-3 with 1 mm accuracy) and wire wave gauges133

(WWG, HR Wallingford with 0.1 mm accuracy) whereas only an ultrasonic wave gauge134

was used at the beach toe. The WWG calibration is prone to drift and thus the WWGs135

were calibrated at the start of every day when experiments were run whereas the USWG136

calibration is much more stable and only required calibration once before the start of the137

experiments. While both sensor types can be expected to give reliable data in the off-138

shore regions where the wave slopes are mild, the WWG has better accuracy and is able139

to reliably measure the free-surface displacement with steep wave slopes due to wave break-140

ing at CP2 that the USWG is unable to measure. However, the WWG has a non-linear141

calibration response for shallow depths ((η + hCP2
) ≤ 2 cm), and we remove data be-142

low this threshold water depth. In the analysis below, we use the WWG data at CP1143

and CP2 and the USWG data at the beach toe.144

Acoustic Doppler velocimeters (ADVs, Nortek Vectrino Plus with accuracy of 1%145

FS) were used to measure all three components of the flow velocity at CP1 (down-looking146

probe) and CP2 (side-looking probe) with their sampling volumes positioned at 15 cm147

and 0.75 cm above the bed, respectively. For data quality and control, we only report148

data with a signal-to-noise ratio (SNR) greater than 12 and a correlation value (CORR)149

greater than 70. Finally, at CP2, a custom pressure transducer (Omega PX409 series with150
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accuracy of 0.08% FS) was installed with the sensor face flush with the beach surface151

to measure the bed pressure and two overhead cameras (JAI GO-5100-USB, 2464 x 2056152

px, 8 bit resolution) fitted with 8 mm lenses (Thor labs) were mounted above the flume153

to record images over a combined field of view (FOV) of x = [−70, 10] cm at 33.3 Hz.154

Data collection from all instruments were synchronized with the start of the wave pad-155

dle motion.156

2.2 Wave Conditions157

Single and consecutive solitary waves were used in the experiments to generate sin-158

gle swash events and wave-swash interaction events, respectively. The wave paddle tra-159

jectory for single solitary waves uses Goring’s theory (Goring, 1979), but the paddle tra-160

jectory for consecutive solitary waves was calculated by AwaSys using Boussinesq wave-161

maker theory backward in time to create the desired free-surface elevation timeseries at162

a specified location. As an input to this system, we constructed a timeseries of consec-163

utive solitary waves to be realised at CP1 using the Boussinesq solution for solitary waves164

(Boussinesq, 1872) with the wave peaks separated by a nominal separation time, Tsep.165

Measurements of the free-surface displacement and flow velocity at CP1 compared well166

with the Boussinesq solution, which showed that the wave generation was robust for pro-167

ducing single and consecutive solitary waves. Additionally, we assessed the experimen-168

tal repeatability by repeating specific cases covering different wave-swash interaction types169

five times, which showed the data were very repeatable, as has been previously observed170

in these type of experiments (Pujara et al., 2015a).171

The final set of wave conditions covered single solitary waves with wave heights H =172

[0.1, 0.2, 0.3, 0.4]h and consecutive solitary waves with H1,2 = [0.1, 0.2, 0.3, 0.4]h and Tsep =173

[0.75, 1.0, 1.25, 1.50, 1.75, 2.0]TH1 where H1 is the wave height for the first wave, H2 is174

the wave height for the second wave, and TH1
is the (effective) wave period of the first175

wave. There are four cases of single solitary waves and 60 cases of consecutive solitary176

waves (summarized in Table 1 below).177

2.3 Vertical Accelerations178

We inferred the (total) vertical accelerations at CP2 using data of the bed pres-179

sure and surface elevation. To do so, we start with the vertical component of the Navier-180

Stokes equation181

Dw

Dt
= −1

ρ

∂p

∂z
− g + ν∇2w, (1)

where w is the velocity in the z (vertical) direction, g is the gravitational acceleration,182

ρ is the fluid density, and ν is the kinematic viscosity. The viscous term (ν∇2w) was ne-183

glected under the assumptions that its influence is small over the bulk of the water col-184

umn except in thin boundary layers adjacent to the bed and the free surface. Next, as-185

suming that the pressure varied linearly with depth in the shallow swash flow at CP2,186

the vertical pressure gradient was approximated in terms of the difference between the187

surface pressure and bed pressure. Together, these assumptions reduce Eq. 1 to188

Dw

Dt
≈ −1

ρ

(psurface − pbed)

(η + hCP2
)

− g =
pbed

ρ(η + hCP2
)
− g, (2)

where psurface = 0 in gauge pressure, pbed is the bed pressure, and (η + hCP2
) is the189

total local water depth at CP2. Thus, we can infer the total vertical accelerations from190

simultaneous measurements of the total water depth and the bed pressure. Note, only191

non-hydrostatic pressure distributions lead to vertical accelerations since the vertical ac-192

celeration vanishes (Dw/Dt = 0) if the pressure distribution is hydrostatic (pbed = ρg(η+193

hCP2)).194
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Figure 2. Wave periods measured at different locations along the flume. See main text for

explanation of how the period at each location was found.

3 Results195

3.1 Single Solitary Wave196

We use the results of single solitary wave experiments to extract information of sin-197

gle swash events that can be used as a baseline to understand the wave-swash events driven198

by consecutive solitary waves. Figure 2 shows data of the wave period measured at dif-199

ferent cross-shore locations for single solitary wave experiments. At CP1, beach toe, and200

CP2, the wave period is estimated as the time over which the free-surface displacement201

timeseries is above a small threshold (2.5 mm for H/h = [0.1, 0.2, 0.3] and 4 mm for202

H/h = 0.4). In the constant depth region, beach toe, and at CP2, the period decreases203

with increasing wave height. This decrease can be understood in terms of the mechan-204

ics of solitary waves, where the wave height and the wavelength are linked. In partic-205

ular, it is well known that solitary waves become narrower as the wave height increases206

(Madsen et al., 2008).207

These results of decreasing wave period with increasing wave height are counter208

intuitive for the swash event. We expected, and observed, that waves of larger wave height209

generated larger swash events that reached a higher run-up and took longer to complete210

the uprush-backwash swash cycle. Thus, it is clear that the wave periods measured off-211

shore of the SWL do not provide a good measure of the period of the swash event. To212

estimate the true swash period, we used the camera images to find the time between when213

the shoreline at the still water line first begins to move during the uprush to when a hy-214

draulic jump begins to form during the downrush. This swash period, shown in Figure215

2, supports basic intuition and observations: the swash period increases with incident216

wave height. This result also underscores the importance of measuring the swash period217

directly. In the analysis of wave-swash interactions presented below, we emphasise the218

importance of this swash period, Tswash. In particular, the quantity Tsep/Tswash is the219

dynamically important dimensionless separation time between consecutive swash events.220

Figure 3 shows the upward-directed peak vertical accelerations measured at CP2221

(as described in Sec. 2.3) for single solitary wave experiments as a function of wave height.222

These peak vertical accelerations occur before the wave crest during the passage of the223

wave front. As wave height increases, we observe larger vertical accelerations with val-224

ues close to gravity for the largest wave tested. The Boussinesq theory of solitary waves225

allows us to predict how the maximum vertical acceleration varies with the wave height226

in the constant depth region. It is easily shown that the peak vertical acceleration fol-227
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Figure 3. Peak upward-directed vertical accelerations at CP2 as a function of incident soli-

tary wave height. Inset shows the same data with a power-law fit where the best-fit power law

exponent is found to be 1.65.

lows Dw/Dt ∼ (H/h)3/2 to leading order and that this scaling comes from the local228

time derivative (∂w/∂t) which dominates over the advective acceleration (u·∇w). The229

inset in Figure 3 shows that the peak vertical acceleration at CP2 follows a power law230

with a power-law exponent that is empirically found to be 1.65. The similarity of this231

value with the predicted value of 1.5 using solitary wave theory in constant depth sug-232

gests the peak vertical accelerations for wave crests during their climb of a sloping beach233

can be understood in terms of incident wave properties, even up to very shallow water234

depths where the wave shape has evolved significantly during shoaling. It also suggests235

that shoaling of a wave crest in otherwise quiescent water is insufficient to generate ver-236

tical accelerations that exceed gravity.237

3.2 Consecutive Solitary Waves238

3.2.1 Wave-swash Interaction Types and Interaction Zones239

By using consecutive solitary waves where we can control the height of each wave240

and the separation between them, we were able to produce different wave-swash inter-241

actions types as observed, categorised, and described by (Hughes & Moseley, 2007) and242

others in the field. These are wave-uprush interaction (WUI), where the second wave crest243

has delayed breaking and collapse as it propagates further onshore over a layer of up-244

rush flow generated by the swash of the first wave crest; weak wave-backwash interac-245

tion (WWBI), where the second wave crest encounters the backwash flow of the swash246

of the first wave, inducing accelerated breaking and collapse; and strong wave-backwash247

interaction (SWBI), where a stationary bore is generated by sudden breaking of the sec-248

ond wave crest as it encoutners the strong backwash flow of the swash of the first wave.249

Table 1 presents a complete list of the 60 cases of consecutive solitary wave exper-250

iments. For each case, we list the observed wave-swash interaction type, the wave height251

ratio (H2/H1) measured at the beach toe and at CP2 and the dimensionless separation252
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Table 1. Experimental cases, wave parameters, characteristic ratios at different locations, and

type of interaction observed. The interaction types, as described by Hughes and Moseley (2007),

include wave-uprush interaction (WUI), weak wave-backwash interaction (WWBI), and strong

wave-backwash interaction (SWBI)

Cases (H2/H1)toe (Tsep/Tswash)toe (H2/H1)CP2
(Tsep/Tswash)CP2

Type

H1 = 0.1h;H2 = 0.4h;Tsep = 0.75TH1
3.2 0.4 3.2 0.3 WUI

H1 = 0.2h;H2 = 0.3h;Tsep = 0.75TH1
1.4 0.3 3.3 0.5 WUI

H1 = 0.2h;H2 = 0.4h;Tsep = 0.75TH1
1.7 0.3 3.4 0.8 WUI

H1 = 0.2h;H2 = 0.4h;Tsep = 1.00TH1
1.8 0.4 1.8 1.0 WUI

H1 = 0.3h;H2 = 0.3h;Tsep = 0.75TH1
1.0 0.3 1.8 1.2 WUI

H1 = 0.3h;H2 = 0.4h;Tsep = 0.75TH1
1.2 0.3 2.3 1.4 WUI

H1 = 0.3h;H2 = 0.4h;Tsep = 1.00TH1
1.3 0.4 1.5 0.4 WUI

H1 = 0.4h;H2 = 0.3h;Tsep = 0.75TH1
0.8 0.3 1.6 0.6 WUI

H1 = 0.4h;H2 = 0.4h;Tsep = 0.75TH1
1.0 0.3 1.5 0.7 WUI

H1 = 0.4h;H2 = 0.4h;Tsep = 1.00TH1
1.1 0.3 1.5 0.9 WUI

H1 = 0.1h;H2 = 0.4h;Tsep = 1.00TH1
3.3 0.6 0.7 1.1 WWBI

H1 = 0.1h;H2 = 0.4h;Tsep = 1.25TH1
3.4 0.9 0.6 1.2 WWBI

H1 = 0.2h;H2 = 0.2h;Tsep = 0.75TH1
1.1 0.4 1.7 0.3 WWBI

H1 = 0.2h;H2 = 0.2h;Tsep = 1.00TH1
1.1 0.6 1.9 0.5 WWBI

H1 = 0.2h;H2 = 0.2h;Tsep = 1.25TH1
1.1 0.7 1.9 0.6 WWBI

H1 = 0.2h;H2 = 0.3h;Tsep = 1.00TH1
1.5 0.5 1.8 0.8 WWBI

H1 = 0.2h;H2 = 0.3h;Tsep = 1.25TH1
1.5 0.6 1.7 0.9 WWBI

H1 = 0.2h;H2 = 0.3h;Tsep = 1.50TH1
1.5 0.8 0.7 1.1 WWBI

H1 = 0.2h;H2 = 0.4h;Tsep = 1.25TH1
2.2 0.5 1.9 0.3 WWBI

H1 = 0.2h;H2 = 0.4h;Tsep = 1.50TH1
1.8 0.7 2.1 0.4 WWBI

H1 = 0.2h;H2 = 0.4h;Tsep = 1.75TH1
2.1 0.8 2.1 0.5 WWBI

H1 = 0.3h;H2 = 0.2h;Tsep = 0.75TH1
0.8 0.4 2.1 0.7 WWBI

H1 = 0.3h;H2 = 0.2h;Tsep = 1.00TH1
0.8 0.5 1.9 0.8 WWBI

H1 = 0.3h;H2 = 0.2h;Tsep = 1.25TH1
0.8 0.6 1.3 1.0 WWBI

H1 = 0.3h;H2 = 0.3h;Tsep = 1.00TH1
1.1 0.4 1.2 0.4 WWBI

H1 = 0.3h;H2 = 0.3h;Tsep = 1.25TH1
1.1 0.5 1.2 0.5 WWBI

H1 = 0.3h;H2 = 0.3h;Tsep = 1.50TH1
1.1 0.6 1.3 0.7 WWBI

H1 = 0.3h;H2 = 0.4h;Tsep = 1.25TH1
1.4 0.5 1.0 0.8 WWBI

H1 = 0.3h;H2 = 0.4h;Tsep = 1.50TH1
1.3 0.6 0.9 0.9 WWBI

H1 = 0.3h;H2 = 0.4h;Tsep = 1.75TH1
1.3 0.7 0.6 1.0 WWBI

H1 = 0.3h;H2 = 0.4h;Tsep = 2.00TH1
1.3 0.8 1.4 0.3 WWBI

H1 = 0.4h;H2 = 0.2h;Tsep = 0.75TH1
0.6 0.4 1.4 0.4 WWBI

H1 = 0.4h;H2 = 0.2h;Tsep = 1.00TH1
0.6 0.5 1.5 0.5 WWBI

H1 = 0.4h;H2 = 0.2h;Tsep = 1.25TH1
1.0 0.6 1.5 0.7 WWBI

H1 = 0.4h;H2 = 0.3h;Tsep = 1.00TH1
0.9 0.4 1.3 0.8 WWBI

H1 = 0.4h;H2 = 0.3h;Tsep = 1.25TH1
0.9 0.5 1.4 0.9 WWBI

H1 = 0.4h;H2 = 0.3h;Tsep = 1.50TH1
0.9 0.6 1.4 0.3 WWBI

H1 = 0.4h;H2 = 0.3h;Tsep = 1.75TH1
0.9 0.6 1.6 0.4 WWBI

H1 = 0.4h;H2 = 0.4h;Tsep = 1.25TH1
1.1 0.4 1.6 0.5 WWBI

H1 = 0.4h;H2 = 0.4h;Tsep = 1.50TH1
1.1 0.5 1.7 0.6 WWBI

H1 = 0.4h;H2 = 0.4h;Tsep = 1.75TH1
1.1 0.6 1.5 0.7 WWBI

H1 = 0.4h;H2 = 0.4h;Tsep = 2.00TH1
1.1 0.7 1.4 0.8 WWBI

H1 = 0.1h;H2 = 0.4h;Tsep = 1.50TH1
3.4 1.1 1.0 0.4 SWBI

H1 = 0.2h;H2 = 0.2h;Tsep = 1.50TH1
1.1 0.9 1.1 0.5 SWBI

H1 = 0.2h;H2 = 0.2h;Tsep = 1.75TH1
1.1 1.0 1.0 0.6 SWBI

H1 = 0.2h;H2 = 0.2h;Tsep = 2.00TH1
1.2 1.2 0.8 0.7 SWBI

H1 = 0.2h;H2 = 0.3h;Tsep = 1.75TH1
1.5 0.9 0.9 0.8 SWBI

H1 = 0.2h;H2 = 0.3h;Tsep = 2.00TH1
1.6 1.1 0.9 0.9 SWBI

H1 = 0.2h;H2 = 0.4h;Tsep = 2.00TH1
1.9 1.0 1.2 0.3 SWBI

H1 = 0.3h;H2 = 0.2h;Tsep = 1.50TH1
0.8 0.7 1.2 0.4 SWBI

H1 = 0.3h;H2 = 0.2h;Tsep = 1.75TH1
0.8 0.8 1.2 0.5 SWBI

H1 = 0.3h;H2 = 0.2h;Tsep = 2.00TH1
0.8 0.9 1.3 0.6 SWBI

H1 = 0.3h;H2 = 0.3h;Tsep = 1.75TH1
1.1 0.7 1.1 0.7 SWBI

H1 = 0.3h;H2 = 0.3h;Tsep = 2.00TH1
1.1 0.9 0.9 0.8 SWBI

H1 = 0.4h;H2 = 0.2h;Tsep = 1.50TH1
0.7 0.6 1.2 0.3 SWBI

H1 = 0.4h;H2 = 0.2h;Tsep = 1.75TH1
1.1 0.8 1.4 0.3 SWBI

H1 = 0.4h;H2 = 0.2h;Tsep = 2.00TH1
0.6 0.8 1.3 0.4 SWBI

H1 = 0.4h;H2 = 0.3h;Tsep = 2.00TH1
0.9 0.7 1.4 0.5 SWBI

H1 = 0.1h;H2 = 0.4h;Tsep = 1.75TH1
3.6 1.3 1.3 0.6 No Interaction

H1 = 0.1h;H2 = 0.4h;Tsep = 2.00TH1
3.6 1.5 1.1 0.7 No Interaction
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Figure 4. Spatial extent of wave-swash interactions and their different stages: jet slamming

(red), splash-induced flow (purple), and fully 3D turbulent flow (green). Wave-upwash interaction

(H1=0.2h ; H2=0.4h ; Tsep=1.0TH1); weak wave-backwash interaction (H1=0.3h ; H2=0.3h ;

Tsep=1.5TH1); and strong wave-backwash interaction (H1=0.3h ; H2=0.2h ; Tsep=1.5TH1).

time (Tsep/Tswash) measured at CP2. The wave height and separation time measure-253

ments were made by first using a Gaussian kernel low pass filter (Mordant et al., 2004;254

Pujara et al., 2021) to the surface elevation measurements to reduce noise and simplify255

finding the peak of the free-surface displacement signal.256

Figure 4 maps out the typical stages of a wave-swash interaction with examples of257

each interaction type. From the camera images, we observed that wave-swash interac-258

tions consistently displayed three stages: First, the approaching wave crest’s overturn-259

ing created a jet which struck the water ahead of it (“jet slamming”). Second, this breaker260

jet created a splash that altered the shallow flow ahead of the breaker (“splash-induced261

flow”). Finally, this interaction between the breaker and the swash of the preceding wave262

showed signs of fluid instabilities that quickly transitioned into highly turbulent flow (“fully263

3D turbulent flow”). Some aspects of these observations have also been reported in the264

inner surf and swash zones of plunging breaker regular waves (Sou & Yeh, 2011; Sumer265

et al., 2013). However, the location of where the interaction takes place, as well as the266

spatial extent where these three stages occur, varies for different wave-swash interaction267

types, which has not been previously reported in laboratory studies. As Figure 4 shows,268

the interaction zone moves offshore for wave-backwash interactions compared with wave-269

uprush interactions and there is less overlap in the spatial extent of the three stages for270

strong wave-backwash interactions compared with weak wave-backwash interactions.271

3.2.2 Hydrodynamics of Wave-swash Interactions272

While the qualitative wave-swash interaction types and stages described above are273

useful for classification purposes, they do not reveal any information of the underlying274

hydrodynamics. Thus, we now tackle the quantitative analysis of wave-swash interac-275

tions. Figures 5, 6, and 7 show the typical timeseries at CP2 for wave-upwash, weak wave-276

backwash, and strong wave-backwash interactions, respectively. Gaps in the data are re-277

lated to quality control procedures described in Sec. 2.1. In the bed pressure data, there278

are large fluctuations after the passage of the first wave crest. These are associated with279

beach vibrations induced by the jet slamming of the first wave and are therefore exper-280

imental artefacts.281

The top panels in these figures show the total water depth and bed pressure in units282

of depth together, which when compared with the vertical accelerations in the middle283

panel, show how the vertical accelerations result from a non-hydrostatic pressure distri-284

bution. Focusing on the vertical accelerations, it is evident that the passage of a shoal-285
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Figure 5. Time series of elevations, bottom pressures converted to elevations, and esti-

mated total vertical accelerations. Wave-upwash interactions. Case: H1=0.2h ; H2=0.3h ;

Tsep=0.75TH1 (H2/H1=1.5, Tsep=0.084Tswash).

Figure 6. Time series of elevations, bottom pressures converted to elevations, and estimated

total vertical accelerations. Weak wave-backwash interactions. Case: H1=0.3h ; H2=0.2h ;

Tsep=1.25TH1 (H2/H1=0.667, Tsep=0.128Tswash).
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Figure 7. Time series of elevations, bottom pressures converted to elevations, and estimated

total vertical accelerations. Strong wave-backwash interactions. Case: H1=0.4h ; H2=0.2h ;

Tsep=1.50TH1 (H2/H1=0.5, Tsep=0.137Tswash).

ing wave crest into quiescent water generates accelerations of magnitude up to that of286

gravity, whereas the a wave crest interacting with the swash event of the previous wave287

results in larger acceleration with values far exceeding gravity. The velocity data in the288

bottom panel shows that the peak vertical acceleration in the wave-swash interaction is289

near concurrent with the peak positive horizontal and vertical velocities. Though we don’t290

show it explicitly, the velocity data also show that, in contrast to single solitary wave291

data, the local time derivative of the vertical velocity (∂w/∂t) is insufficient to explain292

the inferred vertical accelerations, suggesting that the advective part of the vertical ac-293

celeration (u · ∇w) is important. Finally, we note that the qualitative wave-swash in-294

teraction types do not necessarily predict the hydrodynamics, but the advantage of our295

experimental setup is that the wave height ratio H2/H1 and the dimensionless separa-296

tion time Tsep/Tswash provide a quantitative parameter space in which we can map out297

the hydrodynamics.298

Figure 8 shows the distribution of the wave-swash interactions as a function of H2/H1299

and Tsep/Tswash as measured at the beach toe (panel a) and CP2 (panel b). Satisfy-300

ingly, the observed qualitative interaction types cluster together: Wave-uprush interac-301

tions are towards the top (and slightly left), weak wave-backwash interactions are in the302

middle, and strong wave-backwash interactions are towards the bottom (and slightly right).303

The differences between the panels, which are driven by the location where the wave heights304

and separation time are measured, are also instructive. Based on the ‘far field’ measure-305

ments at the beach toe, it appears that the separation time between consecutive wave306

crests is more important for predicting the interaction type than the wave height ratio.307

In contrast, for values of H2/H1 < 1, the ‘local’ measurements at CP2 show that the308

interactions are almost exclusively of the strong wave-backwash type. Since our main309

interest is in understanding the flow and accelerations in the wave-swash interaction zone,310

the following analyses will focus on measurements from CP2.311
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Figure 8. Wave-swash interactions mapping according to ratios H2/H1 and Tsep/Tswash. (a)

Measurements at the toe of the beach. (b) Measurements at CP2. Wave-upwash interaction (di-

amonds), weak wave-backwash interaction (triangles), strong wave-backwash interaction (circles),

no interaction (blank squares).

Figure 9. Distribution of maximum total vertical accelerations for different wave-swash inter-

actions. Wave-upwash interaction (diamonds), weak wave-backwash interaction (triangles), strong

wave-backwash interaction (circles).
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Figure 10. Wave-swash interactions mapping. (a) Distribution of peak time for different

wave interactions. (b) Maximum accelerations vs. Tpeak/Tswash. Wave-upwash interaction (dia-

monds), weak wave-backwash interaction (triangles), strong wave-backwash interaction (circles).

Figure 9 presents the main results of this study: the peak upward-directed verti-312

cal acceleration magnitude as a function of H2/H1 and Tsep/Tswash at CP2. We ob-313

serve that while the peak accelerations are larger for wave-backwash interactions (whether314

weak or strong) compared with wave-uprush interactions, it is not necessarily the case315

that strong wave-backwash interactions produce larger accelerations than weak wave-316

backwash interactions. The data show that there is a region of the parameter space, ap-317

proximately 0.5 < H2/H1 < 2 and 0.6 < Tsep/Tswash < 1.2, where the peak acceler-318

ations are the largest. Physically, this corresponds to situations where the strength of319

the backwash flows generated by the swash of the first wave collide with an incoming wave320

front with approximately equal and opposite velocities. The peak vertical acceleration321

in the interaction is not particularly large if the velocity in either the backwash of the322

first wave or the wave front of the second wave dominates over the other.323

In Figure 10, we investigate the time of the peak vertical acceleration, Tpeak, to324

understand how it relates to the swash period Tswash and the magnitude of the accel-325

eration peak. The timing of the peak is not necessarily solely dependent on Tsep (panel326

a), but the largest peak accelerations occur during the later stages of the swash flow as-327

sociated with the first wave (Tpeak/Tswash ≈ 1) (panel b).328

The final analysis relates to the correlations between the peak vertical accelerations329

and the flow velocities. Since our interest in vertical accelerations stems from the pos-330

sibility of inducing large material suspension events, it is important to consider the di-331

rection and magnitude of the flow velocity at the same time since that will influence the332

speed and direction in which suspended material is advected. Figure 11 shows the ve-333

locity extracted at the time of peak vertical accelerations. The correlation between the334

peak vertical acceleration and the horizontal velocity is very weak, but interestingly, the335

vertical velocity at the time of peak vertical acceleration shows a (weak) positive cor-336

relation, suggesting that if large vertical accelerations destabilise a sediment bed or flush337

pore water with dissolved materials out of the bed, the flow field would act to transport338

that material upwards into the water column.339
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Figure 11. Distribution of wave-swash interactions for maximum total vertical accelera-

tions and fluid velocities. (a) Horizontal velocity component. (b) Vertical velocity component.

Wave-upwash interaction (diamonds), weak wave-backwash interaction (triangles), strong wave-

backwash interaction (circles).

Figure 12. Time lag distribution between maximum total vertical accelerations and maxi-

mum velocities for different interactions. Positive values indicate that the peak positive velocity

precedes the peak positive acceleration whereas negative values indicate that the peak accelera-

tion precedes the peak velocity (a) Horizontal velocity component. (b) Vertical velocity compo-

nent. Wave-upwash interaction (diamonds), weak wave-backwash interaction (triangles), strong

wave-backwash interaction (circles).
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While the fluid velocity at the time of the vertical acceleration peak is important,340

the timeseries data in Figures 5-7 also show that the peak positive horizontal and ver-341

tical velocities occur either shortly before or shortly after the peak acceleration. To quan-342

tify this, we calculate the time lag between the peak upward vertical acceleration and343

the peak positive fluid velocity for both components in Figure 12. Positive values indi-344

cate that the peak positive velocity precedes the peak positive acceleration whereas neg-345

ative values indicate that the peak acceleration precedes the peak velocity. The results346

show that in most cases, the peak vertical acceleration precedes the peak positive (on-347

shore directed) horizontal velocity, suggesting that even if there is not a strong corre-348

lation between the horizontal velocity and the vertical acceleration at the moment when349

the peak acceleration occurs, any material suspended into the water column by the ver-350

tical dynamics is prone to be transported onshore shortly after by the horizontal flow.351

4 Concluding Remarks352

In a set of controlled laboratory experiments, we used solitary waves to generate353

isloated single swash events (single solitary wave) and wave-swash interactions (consec-354

utive solitary waves). By specifying the wave heights for consecutive solitary waves and355

the separation between them, it was possible to reproduce the wave-swash interactions356

found in the field, such as wave-upwash, weak wave-backwash, and strong wave-backwash357

interactions. The dimensionless parameters that control the wave-swash interactions in358

our experiments are the ratio of wave heights for consecutive solitary waves (H2/H1) and359

the time separation between them made dimensionless by the swash period of the first360

wave (Tsep/Tswash). When mapped onto this parameter space (H2/H1 vs. Tsep/Tswash),361

the different qualitative wave-swash interaction types formed distinct clusters, suggest-362

ing that these dimensionless parameters are sufficient to capture the observed variations363

in the field.364

The main focus of the study was on the vertical accelerations, which were estimated365

from the differences between the depth measured with a surface wave gauge and the depth366

inferred from pressure measurements at the bed. While large vertical accelerations were367

associated with strong wave-backwash interactions, we found that weak wave-backwash368

interactions were associated with equally large vertical accelerations. The largest ver-369

tical accelerations were associated with wave-swash interactions that spanned 0.5 < H2/H1 <370

2 and 0.6 < Tsep/Tswash < 1.2, where the vertical accelerations commonly exceeded371

gravity.372

Finally, we analyzed the time lag between the maximum vertical acceleration and373

the maximum onshore horizontal and upward vertical velocity. The peak values of the374

vertical accelerations lead the peak onshore velocities and tend to be almost concurrent375

with the peak upward velocities. This suggests that wave-swash interactions may be an376

effective mechanism by which material such as sediment or solutes within sediment pores377

is suspended into the water column by the vertical dynamics before being advected on-378

shore by the horizontal dynamics.379

Overall, our findings show that non-hydrostatic effects, which are typically ignored380

in modelling coastal flows in the very shallow waters of the inner-surf and swash zones,381

are important in wave-swash interactions. Further, we hypothesize that these vertical382

accelerations are sufficient large such that they could lead to local liquefaction of sed-383

iment and hence produce large sediment transport events that may have an outsized in-384

fluence on the net erosion or accretion of the beach foreshore region. Previous labora-385

tory (Alsina et al., 2018) and field (Florence et al., 2022) studies have shown data of sed-386

iment suspension and transport consistent with this mechanism. Our framework of analysing387

isolated wave-swash interaction events, understanding their region of influence, and quan-388

tifying the vertical accelerations provide a framework with which to investigate the pos-389

siblity of sediment liquefaction and large sediment suspension events in the laboratory.390
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Future studies could investigate how these dynamics vary across the inner-surf and swash391

zones (our data is from a single control point) or include sediment to directly observe392

large sediment suspension events triggered by wave-swash interactions.393
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