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Abstract14

Over nine years of hourly surface current data from high-frequency radar (HFR) off the15

US West Coast are analyzed using a Bayesian least-squares fit for tidal components. The16

spatial resolution and geographic extent of HFR data allow us to assess the spatial struc-17

ture of the non-phase-locked component of the tide. In the frequency domain, the record18

length and sampling rate allow resolution of discrete tidal lines corresponding to well-19

known constituents and the near-tidal broadband elevated continuum resulting from am-20

plitude and phase modulation of the tides, known as cusps. The FES2014 tide model is21

used to remove the barotropic component of tidal surface currents in order to evaluate22

its contribution to the phase-locked variance and spatial structure. The mean time scale23

of modulation is 243 days for the M2 constituent and 181 days for S2, with overlap in24

their range of values. These constituents’ modulated amplitudes are significantly cor-25

related in several regions, suggesting shared forcing mechanisms. Within the frequency26

band M2 ± 5 cycles per year, an average of 48% of energy is not at the phase-locked fre-27

quency. When we remove the barotropic model, this increases to 64%. In both cases there28

is substantial regional variability. This indicates that a large fraction of tidal energy is29

not easily predicted (e.g. for satellite altimeter applications). The spatial autocorrela-30

tion of the non-phase-locked variance fraction drops to zero by 150 km, comparable to31

the width of the swath of the recently launched Surface Water and Ocean Topography32

(SWOT) altimeter.33

Plain Language Summary34

Tides in the ocean encompass both the highly predictable daily changes in sea level35

seen from the shore as well as a less predictable component that changes over time de-36

pending on seasonal conditions and wind. Tidal signals are visible to instruments that37

observe the surface of the ocean, including satellites and land-based radar antennas. The38

time-evolving tide signals interact with other processes in the ocean, like currents, and39

can become harder to predict and describe. Many studies have examined this aspect of40

tides. In this work, we use land-based radar observations of ocean currents off the US41

West Coast to examine this process with high detail, using mathematical techniques to42

separate the tides from everything else and then evaluating how much the tide has been43

altered by other processes. This is useful because ocean-observing satellites can observe44

a single part of the ocean only when the satellite passes overhead, approximately every45
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10 to 20 days, while the data we analyze are sampled hourly and thus more easily allow46

us to draw conclusions about how tides behave.47

1 Introduction48

Barotropic tidal currents are known to dissipate in shallow seas via bottom bound-49

ary layer drag and in the deep ocean via scattering over topography and subsequent con-50

version to internal tides (Baines, 1982; Munk & Wunsch, 1998; Egbert & Ray, 2000; R. D. Ray51

& Cartwright, 2001; Garrett & Kunze, 2007). The deep ocean conversion of barotropic52

to baroclinic (internal) tides accounts for 25-30% of the total barotropic energy loss and53

ultimately may provide roughly half of the mixing energy required to maintain the global54

overturning circulation (Egbert & Ray, 2000). Thus the internal tide plays an impor-55

tant role in the world ocean. Surface signatures of internal tides have long been detected56

from satellite altimetry (e.g. R. D. Ray & Mitchum, 1996), analysis of which using tra-57

ditional tidal harmonic methods relies on years of observations to extract highly repeat-58

able phase-locked signals (R. D. Ray & Zaron, 2011). However, the total energy of the59

internal tide has a substantial component that is not phase-locked to the astronomical60

forcing terms due to modulation and scattering of propagating internal tides by mesoscale61

processes (Mitchum & Chiswell, 2000; Chiswell, 2002; Rainville & Pinkel, 2006). Tidal62

signals have long been known to alias to well-defined low frequencies when sampled by63

satellites, the orbital periods of which are longer than tidal periods (Parke et al., 1987),64

and models to account for this phenomenon have been implemented R. Ray (1993). Un-65

like the large-scale, predictable barotropic tide, this non-phase-locked baroclinic com-66

ponent is difficult to remove from altimeter data and therefore poses a challenge to present67

and future high-spatial-resolution satellite missions, as it can contaminate mesoscale and68

submesoscale signals (Chavanne & Klein, 2010; Savage, Arbic, Alford, et al., 2017; Zaron69

& Ray, 2018). Due to its relevance for detiding altimetry and for assessing ocean mix-70

ing, the non-phase-locked tide has been a widely investigated topic, both observation-71

ally and computationally (e.g. R. D. Ray & Zaron, 2011; Ponte & Klein, 2015; Zaron,72

2015; Dunphy et al., 2017; Huang et al., 2018; Savage et al., 2020), with the non-phase-73

locked tide estimated and mapped at a global scale, both from satellite altimetry (Zaron,74

2017) and from output from HYCOM, a global ocean general circulation model (Shriver75

et al., 2014; Savage, Arbic, Richman, et al., 2017; Nelson et al., 2019). Although model-76

guided estimation of this tidal component has been demonstrated at a regional scale (Eg-77
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bert & Erofeeva, 2021), a regional study of the spatial structure of the non-phase-locked78

tide using observations with high spatial and temporal resolution has not been conducted79

to our knowledge. Fully characterizing this component observationally can help validate80

numerical studies and ultimately provide critical information needed to assess tidal vari-81

ability in newer high-resolution satellite missions, such as the recently-launched Surface82

Water and Ocean Topography (SWOT) mission, which aims to resolve sea surface height83

at 15-30 km wavelengths (Morrow et al., 2019).84

The goals of this study are to use high-frequency radar (HFR) measurements of85

surface currents to quantify the non-phase-locked tide. HFR-derived surface currents are86

a valuable source of spatially high-resolution, decade-long hourly observations (Terrill87

et al., 2006), and could therefore prove useful for characterizing non-phase-locked tidal88

variability and spatial scale. The U.S. Integrated Ocean Observing System (IOOS) High89

Frequency Radar Network (HFRNet) is one of many national networks that comprise90

the Global HFR Network (Roarty et al., 2019). HFRNet differentiates observation sites91

by region, with the United States West Coast (USWC) array providing over a decade92

of publicly available data spanning the Pacific Coast of North America from the U.S.-93

Mexico border to the mouth of the Columbia River. HFR surface currents have been used94

to study coastal jets, eddies, near-inertial motions, and tidal currents, from the subme-95

soscale to the mesoscale (e.g. Erofeeva et al., 2003; Kurapov et al., 2003; Kosro, 2005;96

Chavanne & Klein, 2010; Kim et al., 2010, 2011; Kim & Kosro, 2013); however, these97

studies did not do detailed analysis of the non-phase-locked tide.98

In order to characterize the non-phase-locked tide in the California Current Sys-99

tem (CCS), we examine USWC HFR data using the red tide harmonic analysis pack-100

age, which uses a Bayesian approach that accounts for spectrally red background energy101

and allows for tidal cusps (Kachelein et al., 2022). We then compare our analysis with102

a barotropic tidal model and further partition the tidal signal into baroclinic and barotropic103

components in order to investigate the share of non-phase-locked energy that remains104

after removing the barotropic component, which is more coherent with astronomical forc-105

ing and is typically removed when analyzing altimeter observations (Chavanne & Klein,106

2010) or when describing the non-phase-locked tide (e.g. R. D. Ray & Zaron, 2011; Wang107

et al., 2018). We also compare the modulation of the amplitude of M2 and S2 currents108

in order to evaluate the processes that lead to modulation.109
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This study uses USWC HFRNet observations to quantify the degree to which re-110

gional tidal surface currents are non-phase-locked. We build upon previous studies that111

investigate this problem on a global scale at lower spatial resolution. We begin with an112

overview of the data and model in this region (Section 2), followed by a brief descrip-113

tion of the tidal analysis package and an overview of tidal modulation (Section 3). We114

then present results of this analysis, including the spatial structure and amplitude of non-115

phase-locked tidal currents, the time scales of their modulation, and a comparison of the116

modulation of the M2 and S2 constituents (Section 4), and we end with a discussion of117

these results (Section 5) and conclusions in the context of future work and the implica-118

tions of our analysis for satellite altimeter and scatterometer missions (Section 6).119

1.1 Defining the Non-Phase-Locked Tide120

Tides can be subdivided into “phase-locked” and “non-phase-locked” components.121

The “phase locked” portion of the tide is usually associated with the barotropic tide, mean-122

ing that it depends largely on ocean depth and is highly regular such that it can be read-123

ily predicted and removed. The non-phase-locked component of the tide has an ampli-124

tude and phase that vary in time due to interactions of internal tides propagating through125

a varying medium. The interaction of tides with non-tidal processes leads to so-called126

tidal cusps in the frequency domain (Munk et al., 1965; Radok et al., 1967; Matte et al.,127

2013), continuous prominences of spectral power which encompass a range of frequen-128

cies centered on tidal forcing frequencies. This feature is common to tidal peaks and is129

not an artifact of spectral analysis techniques. Though we refer to this variable tide as130

the non-phase-locked tide, we interpret it in the frequency domain as a non-frequency-131

locked signal at near-tidal, but not exactly tidal, frequencies. This is because the astro-132

nomical forcing is assumed to occur at exactly the known tidal frequencies for the pur-133

poses of this study.134

The non-phase-locked tidal variance is not a standardized quantity, and is often cal-135

culated as the difference in spectral power before and after the removal of the phase-locked136

tide, usually via a least squares fit (Nelson et al., 2019). For example, in their analysis137

of Topex/Poseidon and Jason satellite altimeter data, R. D. Ray & Zaron (2011) calcu-138

lated the non-phase-locked tidal energy as the difference between the wavenumber spec-139

tra of sea surface height (SSH) along a ground track before and after removal of 12 ma-140

jor tidal constituents via point by point harmonic analysis, within the bands of mode-141
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1 and mode-2 semidiurnal wavenumbers. Similarly, Savage et al. (2020) analyzed moor-142

ing data and semi-idealized internal tide model output and calculated the total tidal com-143

ponent by bandpass filtering time series around the M2 constituent frequency ωM2
±0.4 cpd,144

which they then separate into phase-locked and non-phase-locked components via least145

squares fits to the M2 and S2 harmonics.146

2 Data147

2.1 High-Frequency Radar (HFR)148

HFR observations of surface currents are obtained by a land-based network of an-149

tennas that measure the radio signal backscattered off of the ocean surface. Surface ve-150

locities are inferred using a multiple signal classification (MUSIC) algorithm (Schmidt,151

1986; Barrick & Lipa, 1997). The HFR National Network (Terrill et al., 2006; Roarty152

et al., 2019) provides archived surface ocean velocities mapped to grids at 1 km, 2 km,153

and 6 km spacing (Fredj et al., 2016). We examine only 6 km gridded data, which are154

available over nearly the entire continental US West Coast and resolve the O(10) km mode-155

1 internal semidiurnal tide while providing data from the coast out to 200 km offshore;156

this is farther than either the 1 km or 2 km gridded products, which also do not provide157

continuous coverage along the coast.158

These gridded fields are produced using an unweighted least-squares fit performed159

on radial surface current data. For information about the fitting procedure see Lipa &160

Barrick (1983); Gurgel (1994). For the 6 km gridded product, the unweighted least squares161

fit approach is performed on radial data within a 10 km search radius centered on the162

grid location (Otero, 2021, personal communication), producing zonal and meridional163

currents, u and v, as well as the zonal and meridional geometric Dilution of Precision164

(DOPX and DOPY), which are measures of the uncertainty of the current estimate due165

to antenna geometry (U.S. Integrated Ocean Observing System, 2016). The horizontal166

dilution of precision (HDOP) is the sum of DOPX and DOPY; in the publicly available167

data set we use, data are only provided for HDOP ≤ 1.25.168

Our study region extends from 32.24◦N to 46.43◦N and is focused on the Califor-169

nia Current System (CCS). For quality control, we require 50% temporal coverage at each170

location that we analyze. This level of coverage is typically available within 100-200 km171

from the coast, as shown in Figure 1a. Offshore observations are limited by the locations172
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of antennas that comprise the observation system: gridded data quality control requires173

at least three radial velocity observations from at least two antennas in order to estimate174

velocity u (Otero, 2021, personal communication), as the number of radial velocity ob-175

servations within a grid point’s search radius and their bearing angles influence the di-176

lution of precision (DOP) (Kim et al., 2008). Hourly data are used from 1 January 2012177

through 1 April 2021. Figure 1b shows the mean flow of the surface current in this do-178

main, which is characterized by a broadly equatorward surface current and offshore ad-179

vection, consistent with drifter observations of the CCS (Centurioni et al., 2008). Fig-180

ure 1c shows
√
(σ2

u + σ2
v)/2, the square root of eddy kinetic energy. Regions with the181

highest values for this quantity typically fall outside our coverage threshold; it is unknown182

which regions of high total energy are physical or a consequence of poor DOP due to an-183

tenna placement, though the fact that high energy areas along the coast are generally184

limited to regions with low coverage suggests an effect of the observation network, hence185

our threshold.186

2.2 FES2014 Barotropic Tidal Model187

In order to distinguish the baroclinic tides from coherent barotropic signals, we use188

the 2014 version of the Finite Element Solution (FES2014) barotropic tidal model (Lyard189

et al., 2021) as an estimate of the barotropic component of the total tidal current. This190

model was designed to provide tidal elevation predictions for use with satellite altime-191

try data, and it also provides tidal current maps for 34 tidal constituents. FES2014 model192

constituent frequencies that we fit include the O1, S1, K1, N2, M2, S2, and K2; however,193

we only compare HFR and FES2014 at the M2, as it is the most energetic constituent.194

The model, which assimilates both tide gauge and satellite sea surface height data, is run195

on an unstructured grid. This grid improves performance near coasts and shelves. The196

original model output is gridded onto a 1/16◦ (∼6.9 km) resolution regular grid; for this197

study, the phase and amplitude of the global model are mapped to the 6 km grid of the198

HFR data in the CCS region via bilinear interpolation. The current from FES2014 is199

treated as the barotropic tidal component of the total signal observed by HFR, and is200

assumed to occur exactly at the tidal forcing frequency. This is justified by the appar-201

ent lack of an underlying domain-wide phase coherence at near-tidal frequencies from202

harmonically decomposed HFR data (not shown) compared to the partially spatially-203

coherent phase seen at the tidal forcing frequency in HFR. The removal of the modeled204
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barotropic component from harmonically decomposed HFR data is outlined in the ap-205

pendix.206

3 Methods207

3.1 Tidal Harmonic Analysis208

Harmonic analysis of tides is frequently performed using ordinary least squares and209

sinusoidal basis functions (Foreman, 1977; Pawlowicz et al., 2002). Several software pack-210

ages use modified procedures for the least squares fit, such as iteratively re-weighted least211

squares (Leffler & Jay, 2009), directly embedding long-period signals (Foreman et al.,212

2009), or incorporating non-tidal river flow (Matte et al., 2013). Some packages seek to213

improve and unify various methods to serve as a general tool (Codiga, 2011).214

Surface currents contain signals from several sources, including the tides, wind, and215

low-frequency variability, and therefore are energetic across a wide range of frequencies.216

These HFR time series are analyzed using harmonic analysis techniques designed for non-217

stationary tides in the presence of spectrally colored noise, where the term “noise” is used218

to describe any non-tidal variability that may complicate the estimation of tidal param-219

eters. Tidal harmonic amplitudes are given by Bayesian maximum posterior estimation220

assuming Gaussian linear statistics, as described by Kachelein et al. (2022). The appendix221

provides a brief overview of this method using modified notation following Ide et al. (1997).222

3.2 Calculating the Non-Phase-Locked Tide223

We define the non-phase-locked tide similarly to previous studies, but limit our scope

to frequencies that are explicitly fit via equation (A.3) (see Appendix for more informa-

tion). We therefore define the phase-locked component as the harmonic fit at a tidal forc-

ing frequency fi, the i’th element of f ; and the non-phase-locked component as the sum

of the other harmonic fits within a narrow frequency band, from fi−N to fi+N , such that

the phase-locked fraction of variance can be defined from harmonic coefficients as

FPL =
a2i + b2i + c2i + d2i∑i+N

j=i−N (a2j + b2j + c2j + d2j )
, (1)

where a and b are respectively the sine and cosine harmonic coefficients that comprise224

x̂u, c and d are the same for x̂v, and i is the index of the tidal frequency in question. The225

non-phase-locked fraction of variance is simply FNPL = 1 − FPL. A similar approach226
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for calculating both phase-locked and non-phase-locked tidal components directly from227

amplitudes given by a least squares fit has been used previously (e.g. Dushaw et al., 1995).228

However, energy at frequencies that are not explicitly included in the tidal fitting pro-229

cess is missed in this definition. In order to identify the full contribution of the non-phase-230

locked tide, the fitted harmonics should span enough frequencies in a band centered on231

the central tidal frequency such that most of each tidal constituent’s total energy is in-232

cluded in the fit. The width of a cusp is related to the spectrum of the process that non-233

linearly forces it (Matte et al., 2013), so fitting more nearby frequencies (widening the234

band) will allow more near-tidal variance to be captured. Therefore we fit to the cen-235

tral frequency ±5 cpy for both M2 and S2, which captures modulation of these constituents236

by processes with periods of 0.2 years and longer.237

3.3 Tidal Modulation238

Following Chiswell (2002), a tidally-driven, amplitude- and phase-modulated pro-

cess a(t) can be written

a(t) = A(t) cos[2πftidalt+ ϕ(t)], (2)

where ftidal is the ordinary frequency of some tidal constituent, A(t) is the time-varying

amplitude, and ϕ(t) is the time varying phase. The frequency-domain transform of a time

series with a modulated tidal component contains information about the structure of the

modulation. When phase is modeled as a first-order autoregressive process with some

time scale 1/λ, the power spectrum of a(t), assuming that amplitude is constant in time,

i.e. A(t) = A0, is modeled by a Lorentzian (or Cauchy) distribution plus a mean (Zaron,

2022):

Sa(f) = S0 +
α

πλ

[
1 +

(
f−ftidal

λ

)2
] , (3)

where α and λ are parameters that can be estimated via a non-linear least squares fit.239

If A(t) is modeled as a first-order autoregressive process, Sa(f) is also of this form via240

the convolution of the spectrum of a sinusoidal tide and the spectrum of A(t) (von Storch241

& Zwiers, 2003).242

We assume that all observed modulated tidal signal are baroclinic, as barotropic243

tides are negligibly modulated (Colosi & Munk, 2006). Tidal energy becomes non-stationary244

via both amplitude and phase modulation of tidal constituents. Mitchum & Chiswell (2000),245

for example, found that the low-frequency variability observed in both the amplitude and246

–9–



manuscript submitted to Enter journal name here

phase of the M2 constituent is correlated with low-frequency sea level variations, which247

in turn are correlated with stratification variations, the proposed modulation mechanism.248

Therefore, information about the processes that modulate tidal constituents should be249

recoverable from the fitted tidal harmonic coefficients. We focus on amplitude modula-250

tion by finding the time-varying amplitude (envelope) that modulates the higher-frequency251

oscillating tide (carrier wave).252

Figure 2 shows a simplified example of tidal modulation in both the time and fre-253

quency domains. The top panel (a) shows the apparent phase and amplitude modula-254

tion of one tidal constituent by the addition of a different constituent of a similar fre-255

quency (here M2 and S2). This fortnightly interference pattern simulates the well-known256

and ubiquitous spring-neap cycle at the lunar synodic fortnightly frequency (Parker, 2007).257

The power spectrum of the total signal (blue, right) is comprised of two peaks at fM2258

and fS2 while that of the recovered non-sinusoidal modulating envelope (red) has a fun-259

damental frequency at fMSf = fS2
− fM2

with harmonics of decreasing power at inte-260

ger multiples of fMSf, including frequencies at which the low amplitude peaks are not261

plotted. The middle panels (b) show a low-frequency sinusoidal envelope (red) modu-262

lating the amplitude of a high-frequency sinusoidal carrier signal (blue) at the M2 fre-263

quency. The frequency of the modulating envelope, fmod, in (b) is set to the spring-neap264

frequency fMSf for the sake of comparison and visual clarity (amplitude modulation as265

observed in HFR data is most evident on an annual cycle). In the frequency domain, the266

power spectrum of the envelope is a single peak at the modulating frequency fmod, while267

the modulated time series has a power spectrum of three peaks: a higher-amplitude cen-268

tral peak at the carrier frequency and two lower-amplitude peaks at fM2 ± fmod. The269

bottom panels (c) show the general case of amplitude modulation by a broadband pro-270

cess, here an AR(1) autoregressive process with coefficient 0.95 (for more information,271

see Chapters 10.3 and 11.2.3 of von Storch & Zwiers, 2003). The broadband envelope272

has a power spectrum that is centered around the carrier frequency in the power spec-273

trum of the modulated time series. The gray power spectrum is calculated from the data274

as the square of the discrete Fourier transform, while the smooth blue spectrum is given275

by the convolution of the theoretical spectrum of the AR(1) process (red) with that of276

the tidal carrier wave. In both cases of amplitude modulation (b-c), the power spectrum277

of the envelope is centered around the line spectrum of the sinusoidal carrier wave, while278
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in the case of adding constituents (a), there is apparent phase and amplitude modula-279

tion that complicate the simple frequency domain convolution of envelope and carrier.280

We fit the HFR data to each prominent tidal consituent: O1, S1, N2, M2, and S2.281

Frequencies are fitted in a narrow band centered on the tidal frequency, spanning ±5 cpy,282

and spaced by ∆f = 1/9 cpy. The modulated current for any of these constituents can283

be viewed as a slowly-varying ellipse, whose inclination, semi-minor axis, and semi-major284

axis are approximately constant across a single tidal period but evolve over time. We285

estimate the evolution of the semi-major axis length of the fitted vector surface currents286

at the two major semidiurnal constituents, M2 and S2, in order to compare the modu-287

lation of these two independently forced constituents in a way that takes into account288

all four vector components. Within the latitudes of the domain, these are the major prop-289

agating constituents that we expect to be modulated by non-tidal processes, and because290

they are at similar frequencies, we expect them to be modulated similarly.291

The semi-major axis is a physically relevant quantity that describes the maximum292

tidal current amplitude over a tidal period regardless of orientation and eccentricity of293

the current ellipse. For a single frequency component, this quantity is constant and can294

be calculated from the four total harmonic coefficients of u and v at that frequency, but295

for the evolving ellipse, which contains energy at multiple frequencies, we numerically296

estimate the semi-major axis length as the maximum value of
√
u2
band + v2band over each297

integer ceiling of the tidal period in hours (i.e. 13 hour intervals for M2 and 12 hour in-298

tervals for S2 in order to ensure that the maximum in each cycle is sampled). The time299

series of this value is taken as the “semi-major axis envelope”. In constructing the time300

series for each modulated tidal component (uM2 , vM2 , uS2 , and vS2), we multiply the har-301

monic coefficients by a Hanning window 10 cpy wide and centered on the tidal frequency302

in order to reduce spectral leakage. The Pearson correlation coefficient of the envelopes303

of these two constituents is then calculated at each location in order to estimate the ex-304

tent to which they are modulated by the same processes.305

To estimate the time scale λ−1 of tidal modulation related to non-annual, low-frequency306

processes, whether of phase or amplitude, we fit harmonic amplitudes directly to (3) for307

M2, S2, and O1 within windows of ± 5 cpy using the iterative Gauss-Newton algorithm308

(Bishop et al., 1985). Energetic peaks are manually removed so that only the cusp is fit:309

tidal peaks, peaks of the annual modulation, and amplitudes at frequencies correspond-310
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ing to modulation of 3 years or longer typically prevent the least-squares method from311

converging to curves with reasonable parameters. The mean and uncertainty of the time312

scale are estimated from 100 realizations of cusp widths obtained by fitting different har-313

monic amplitudes: sorting locations by cusp-integrated energy, we obtain the average314

harmonic amplitudes within each energy percentile. From these 100 averaged harmonic315

amplitudes, we obtain 100 values of λ−1. If the fit to a percentile-averaged cusp does not316

converge to a reasonable value, for example when the harmonic amplitudes do not av-317

erage to a cusp shape, that fit is discarded before estimating the mean time scale and318

its standard deviation.319

4 Results320

4.1 Spectral Properties of Tidal Currents321

The rotary power spectral density for velocity, Srot, is shown in Figure 3, calcu-322

lated at each location and averaged within latitudinal bands of fixed width (3.2◦ ≈ 356323

km). Both plots are on a linear frequency axis and logarithmic spectral power axis. Spec-324

tra are distinguished by latitude because the inertial frequency varies from approximately325

1 cpd to 1.5 cpd over the 1500 km meridional span of the study domain. The numer-326

ical values on the vertical axis correspond only to the spectrum of data in the 32.0◦N-327

35.2◦N range (blue); for clear differentiation, each successive spectrum is scaled by a fac-328

tor of ten from its lower neighbor. Away from tidal and near-inertial frequencies, sur-329

face currents in this region have a spectral slope of approximately -1, i.e. S ∝ frequency−1,330

indicated by the black curve. This slope holds at frequencies less than about 9 cpd; above331

this value, the spectra behave like white noise with spectral power orders of magnitude332

lower than the processes of interest.333

The principal tidal peaks, clustered around 1 cpd and 2 cpd and denoted by ver-334

tical dashed lines, are prominent in all latitude bands. High-frequency, low-amplitude335

overtides (frequency > 2 cpd) are also detected in surface currents, up to 7 cpd (not shown).336

This suggests that the observation network has a noise floor low enough to allow for the337

detection of signals that are orders of magnitude lower in power than the processes of338

primary interest to this study.339

The center of the broad but distinct peak of the near-inertial response increases340

in frequency with increasing latitude as expected (note that negative frequencies corre-341
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spond to clockwise polarization). Additionally, the near-inertial peak becomes narrower342

and its center more energetic with increasing latitude, as evidenced in the right panel343

of Figure 3. These spectra are directly comparable to the analysis of Kim et al. (2011),344

who examined HFR data in the same region when the observational network was less345

than three years old and who resolved the same features (wind-driven and tidal peaks,346

including overtides, and a spectral slope of -1) across different grid resolutions.347

At all latitudes, the semidiurnal tidal band exhibits a prominent cusp. The diur-348

nal constituents’ peaks, however, rise above a smaller cusp than the semidiurnal peaks349

rise above: this is most evident in the highest latitude spectrum (44.8◦N-48.0◦N), where350

the broad peak of the near-inertial response has minimal overlap with the diurnal band,351

shown up close in Figure 3b. At the latitudes considered here, semidiurnal internal waves352

can internally propagate but diurnal ones cannot propagate. The difference in cusp promi-353

nence for the superinertial semidiurnal versus subinertial diurnal signals is consistent with354

the internal semidiurnal wave field being modulated by low-frequency changes in strat-355

ification that are not expected to modulate the diurnal tide.356

4.2 Harmonic Decomposition of Tidal Currents357

We use the low-resolution spectra to inform the least squares harmonic fit to fre-358

quencies at a higher resolution, with ∆f at the scale of the fundamental frequency of the359

record. Figure 4 shows the domain-wide average of the harmonic amplitude, defined as360

the sum of the squares of the sine and cosine coefficients, at 6 frequency bands (low-frequency,361

O1 lunar diurnal, S1 solar diurnal, N2 lunar semidiurnal, M2 lunar semidiurnal, and S2362

solar semidiurnal). These amplitudes are normalized by the non-constant frequency step363

∆f in order to obtain units of spectral power that can be compared despite differing val-364

ues of ∆f . Harmonic amplitudes at near-inertial frequencies are not shown in this study.365

Low-frequency signals, in particular the annual cycle Sa, are energetic and prominent,366

and are predominantly meridional in direction (distinction not shown), possibly due to367

the seasonally reversing surface flow within 100 km of the coast in the CCS (Rudnick368

et al., 2017) and other low-frequency variability of this current, which is predominantly369

parallel to the coast and therefore predominantly meridional in direction. The merid-370

ional component v similarly dominates at most higher frequencies. The prominent peak371

at 1 cpd is non-tidal and possibly driven by diurnal winds, as the true S1 tide is driven372
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primarily by diurnal atmospheric loading and is known to be much smaller than the pri-373

mary gravitational tides (R. D. Ray & Egbert, 2004).374

At semidiurnal frequencies, which are superinertial at these latitudes and there-375

fore are expected to have a substantial baroclinic component, the subtraction of the FES2014376

model typically reduces the total variance as observed by HFR. At M2, the median frac-377

tion of remaining variance is 0.46, with 75.2% of locations exhibiting a decrease in vari-378

ance. For S2, the median is 0.54, with 76.2% of locations exhibiting a decrease. For N2,379

these values are 0.52 and 70.2%. At diurnal frequencies, which are subinertial, subtrac-380

tion of the FES2014 model does not typically reduce the total variance as observed by381

HFR. For O1, the median fraction after model subtraction is 1.16, with 44.4% of loca-382

tions reduced in variance, while for K1 these values are 1.38 and 31.1%. The S1 wind-383

driven current is much stronger than the modeled S1 barotropic tide, and thus the me-384

dian variance fraction after model subtraction is 0.99, with a narrow range of variabil-385

ity (90% of locations fall between 0.85 and 1.03). A value of 1 indicates no change in vari-386

ance after model removal.387

4.3 Phase Structure388

Amplitude and phase can be calculated from harmonic coefficients and both are389

required to fully characterize some frequency component of a signal. The Greenwich phases390

of the M2 harmonic of both u and v are shown in Figure 5. Panels (a,d) show the phase391

from harmonically decomposed HFR data, panels (b,e) show the phase of currents given392

by the FES2014 barotropic tide model, and panels (c,f) show the phase of the M2 har-393

monic of HFR after removal of the barotropic model. The spatial structure of phase of394

the decomposed HFR data exhibits domain-wide (∼1000 km-scale) coherence like the395

barotropic model, as well as smaller, 50 to 100 km-scale structures, which are not present396

in the model. The meridional current v is particularly coherent across the domain (Fig-397

ure 5d), with an angular mean phase of 164◦ and 80% of grid points falling within ±45◦398

of this mean. At all other frequencies in the M2 band, including the frequencies corre-399

sponding to annual modulation, phases are distributed more uniformly on the interval400

[-180◦ 180◦] (not shown) and therefore lack the partial domain-wide coherence observed401

at exactly the M2 frequency.402
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After removal of the modeled barotropic component (Figure 5c,f), the apparent un-403

derlying domain-wide coherence largely disappears, leaving behind the smaller scale phase404

structure that is not visible in the barotropic tidal current and is suggestive of internal405

propagation. In the Southern California Bight, the phase generally varies across smaller406

distances than in the topographically simpler regions north of Point Conception (approx-407

imately 34.5◦N).408

4.4 Non-phase-locked Energy409

Maps showing distribution of amplitude or a related quantity highlight regions of410

energetic tides, while maps of phase-locked energy indicate where the tidal peak is more411

or less prominent in relation to its cusp. Figure 6 shows the square root of the eddy ki-412

netic energy of the M2 tidal current (6a,c) and the fraction of energy that is considered413

phase-locked (6b,d). Panels 6a and 6b display these quantities from harmonically decom-414

posed HFR data only, while panels 6c and 6d show these quantities after subtracting the415

barotropic model output. A general reduction in M2 current energy is observed after barotropic416

removal, with a median variance reduction of 54%. The sites with the most energetic M2417

currents from HFR are at the mouth of the Columbia River, off Cape Mendocino, at the418

mouth of San Francisco Bay, and in the Southern California Bight, especially over the419

Santa Cruz Basin. These sites remain energetic after barotropic removal.420

Histogram representations of the quantities in panels 6b and 6d are shown in Fig-421

ure 7. The median fraction of phase-locked current variance from HFR alone is 53% with422

an interquartile range between 38% and 66%. After barotropic removal, the median is423

33% with an interquartile range between 22% and 46%, indicating that the barotropic424

component represents a significant fraction of the phase-locked variance.425

To evaluate the dominance of the barotropic component, we define the “total vari-

ance” as the sum of the variance of the modeled barotropic current and the variance of

the difference between observations and the model:

FBT =
var(uFES) + var(vFES)

var(uFES) + var(vFES) + var(uHFR − uFES) + var(vHFR − vFES)
. (4)

This is equivalent to one minus the baroclinic fraction of total variance.426

Figure 8a shows the modeled barotropic variance as a fraction of this total vari-427

ance. Values near 1 show that the barotropic component dominates near the Oregon Coast428
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and at locations where the observations are weakly energetic. Shaded regions indicate429

comparatively low-variability regions, where the denominator of equation (4) is below430

the 20th percentile (7.05×10−4 m2s−2). Figure 8b shows the fraction of phase-locked cur-431

rent variance within the fM2
±5 cpy band that is attributed to the barotropic model,432

which is considered to be completely phase-locked. The quantity in this panel equals that433

of Figure 6b minus that of Figure 6d. Alternatively, this can be viewed as the change434

in non-phase-locked variance fraction after subtracting the model. Regions with nega-435

tive values have greater current variance after the removal of the barotropic component.436

A median of 17% of variance is attributed to the model, and in the 10% of locations that437

are best explained by the model, an average of ≥45% of the variance can be attributed438

to the model. Overall, the barotropic tide model has skill in explaining the phase-locked439

tide, as indicated by the preponderance of red regions in Figure 8b. Because observed440

and modeled currents are vector quantities, however, their subtraction does not uniformly441

reduce the tidal amplitude. For example, regions with low observed tidal variability may442

have opposite-pointing barotropic and baroclinic contributions that sum to a low-amplitude443

signal, with an increase in non-phase-locked energy fraction after vector subtraction of444

the barotropic component. A decrease in non-phase-locked variance fraction occurs at445

25% of locations, predominantly where the angle between the observations and model446

is greater than 45◦ and thus where subtraction of the barotropic model does not sub-447

stantially reduce the magnitude of the residual (not shown). These regions of non-phase-448

locked fraction decrease are also disproportionately where the observed phase-locked M2449

variance (i.e. peak only) is less than 3.63×10−4 m2s−2, the 25th percentile of that quan-450

tity (not shown).451

The spatial autocorrelation of the phase-locked variance fraction (Figure 9) shows452

that spatial consistency of the skill of the barotropic tide varies by tidal constituent. Here,453

the correlation is averaged in 5 km-wide concentric bands except for the second bin, which454

is 10 km wide in order to obtain sufficient realizations. Spatial lags extend to a maxi-455

mum of 150 km separation between observation locations. The distance at which cor-456

relation of this quantity drops to 0.5 is 45 km for O1, 101 km for S1, and 29 km for S2,457

based on a linear interpolation of the discrete correlation. For M2, this decorrelation dis-458

tance drops from 24 km for the full signal to 15 km after the barotropic tide has been459

removed (red dash-dotted line). Error estimates are not shown because estimates con-460

verge after averaging thousands of realizations, from 7270 to 1.77×105 depending on the461

–16–



manuscript submitted to Enter journal name here

bin. Correlation does not meaningfully differ when averaged over 10 km-wide bins: when462

interpolated to 1 km intervals, the difference in correlation between the two bin choices463

has a mean of zero and a standard deviation less than 0.007 for each tidal constituent.464

The diurnal O1 and semidiurnal M2 and S2 tidal constituents all exhibit autocorrelations465

that decrease to zero at distances less than 150 km, while the wind-driven S1 only drops466

to 0.5 at this distance, indicating that both propagating (superinertial, here semidiur-467

nal) and non-propagating (subinertial, here diurnal) tides in this region have smaller spa-468

tial scales of non-phase-locked variability than diurnal S1 surface currents. The autocor-469

relation of non-phase-locked variance fraction is reduced for M2 at every non-zero lag470

after barotropic model removal; this may be due to the larger scales at which the barotropic471

phase varies (see Figure 5), the removal of which may intensify the effect of the barotropic472

residual’s smaller scale.473

4.5 Tidal Envelopes474

Because the non-phase-locked tide results from tidal modulation, we first exam-475

ine the amplitude modulation of the M2 and S2 tides as a function of time, considering476

the evolution of the semi-major axis length. The right panels of Figure 10 show the tidal477

envelopes at five specific locations (identified as 1-5 in the map in the left panel). If the478

tidal envelopes were effectively random processes or if they were controlled by physical479

mechanisms that varied by frequency, then we would expect no correlation between the480

M2 and S2 envelopes. Instead, as the line plots on the right suggest, these amplitudes481

can be strongly correlated. The map in Figure 10 shows that throughout the domain,482

the correlation between the M2 and S2 semi-major axis envelopes is mostly positive: for483

a 90% significance level, 38.2% of locations have a significant positive correlation, 60.0%484

fall within the non-significance range, and 1.9% have a significant negative correlation485

(or 8.4% of all negative values). Striped areas indicate regions where the absolute value486

of the correlation coefficient (correlation at zero lag) is less than the 90% significance thresh-487

old (Press et al., 1988) given the estimated number of degrees of freedom at each loca-488

tion based on the characteristic timescale of the M2 and S2 envelopes (for estimating timescales,489

see Chapter 17, von Storch & Zwiers, 2003). The significance threshold is spatially in-490

homogeneous, with a mean of 0.267 and standard deviation of 0.048. Regions with en-491

ergetic semidiurnal tides, as shown by Figure 6a, exhibit significant positive correlation492

between the M2 and S2 envelopes, including the Southern California Bite, San Francisco493
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Bay, Cape Mendocino, and the mouth of the Columbia River. Five locations from these494

regions with significant cross-correlation at zero lag are selected and labeled (1-5), with495

the time series of their M2 and S2 semi-major axis envelopes plotted in Figure 10. The496

envelopes at each location vary at different time scales. Location (1) near the mouth of497

the Columbia River is strongly annually modulated: both constituents’ envelopes are con-498

sistently stronger in summer, with currents roughly three times greater in magnitude than499

in winter. Location (2) is near Cape Mendocino and the Mendocino Ridge, and the con-500

stituents at this location vary at long time scales, with greater magnitude in the first half501

of the record than in the second half, though the summer magnitude of S2 in 2018-2020502

increases while that of M2 does not. Location (3) near the entrance to the San Francisco503

Bay has a less heavily modulated M2 envelope, while the S2 envelope is seemingly strongly504

semiannually modulated. This is caused by the linear addition of the K2 tidal constituent505

(fK2 = fS2+fSsa), which is prominent at this location, and does not appear to be due506

to amplitude modulation of the S2 constituent: the amplitudes of the harmonic constituents507

in the semidiurnal band (not shown) are only energetic at fK2
and not fS2

−fSsa
. Lo-508

cation (4) is between Santa Cruz Island and the mainland, and also exhibits a strong K2509

peak, as well as annual modulation of both constituents. Location (5) is farther offshore,510

south of Santa Cruz and Santa Rosa Islands, and has a less dominant K2 relative to S2.511

The correlation coefficient of 0.77 observed here is greater than those of 99% of locations512

evaluated. Location (5) is tidally energetic (for M2,
√
(σu + σv)/2 = 0.05913 m s−1) with513

high coverage (94.1%). Overall, the variance of the K2 constituent is distributed sim-514

ilarly to those of M2 and S2 (not shown).515

4.6 Modulation Time Scale516

In addition to the time domain analysis above, modulation can also be examined517

in the frequency domain to obtain the average time scale of both phase and amplitude518

modulation. The time scale λ−1 is given by fitting harmonic amplitudes to the Lorentzian519

function in equation (3). Locations were sorted into percentile bins by total energy of520

the tidal band of interest (including the central peak), averaged by percentile, and fit-521

ted at non-peak frequencies to obtain a range of estimates of λ−1. Values for time scales522

are similar whether the non-linear parameter of the fit is λ or λ−1 (values shown here523

were calculated from the former). The mean time scales obtained by this method are λ−1
O1

524

= 218 days (standard deviation 37 days, 90% falling between 172 and 275 days), λ−1
M2

525
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= 243 days (standard deviation 31 days, 90% between 195 and 288 days), and λ−1
S2

=526

181 days (standard deviation 24 days, 90% between 153 and 218 days). Of the 100 percentile-527

sorted fits for each of the cusps, two for O1 and one for M2 were omitted from averag-528

ing due to lack of convergence to reasonable values. Least squares fits to the median har-529

monic amplitude are shown in red in Figure 4.530

5 Discussion531

In this study, we sought to partition the variability of tidally-driven surface cur-532

rents between phase-locked and non-phase-locked components. Our analysis of HFR data533

in the CCS indicates an inhomogeneous distribution of both phase-locked and non-phase-534

locked variability of the two prominent semidiurnal constituents M2 and S2. Most of our535

analysis is focused on M2 due to its prominence, while diurnal tides, which are non-propagating,536

are not investigated as extensively. The FES2014 barotropic tide model is used to re-537

move the barotropic component of the M2 tidal current, which accounts for a substan-538

tial share of the observed phase-locked variance. The model appears to reasonably re-539

move the domain-wide coherent component of M2 tidal currents, leaving behind a more540

uniform distribution of tidal phase values on the interval [-180◦ 180◦]. This is sugges-541

tive of the surface expression of baroclinic tides, the wavelengths of which are much smaller542

than the domain. Before removal, a median of 53% (interquartile range between 38% and543

66%) of M2 current variance is phase-locked, compared to a median of 33% (interquar-544

tile range between 22% and 47%) after removal. Overall, 75% of grid locations show a545

decrease in M2 phase-locked variance fraction after model subtraction, and the distance546

at which the phase-locked variance fraction is 50% correlated drops from 24 km to 15547

km. Our analysis yields a mean of 48% non-phase-locked variance before removal and548

64% after. These are both higher than the 44% near-global total non-phase-locked frac-549

tion calculated by Zaron (2017) from SSH, which was considered a lower bound due to550

the analysis of only mode-1 internal tides as estimated from wavenumber spectra. The551

results of that study are not directly comparable to ours, as the two use a different def-552

inition for non-phase-locked variance fraction. Further differences between our analysis553

and that of Zaron (2017) include the examination of surface currents as opposed to sur-554

face height, a domain that is limited to a single coastal region, and our distinction by555

constituent but not by internal wave mode. Additionally, the high spatiotemporal res-556
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olution of HFR data may limit the value of comparisons with analyses of global altime-557

ter data without carefully accounting for these differences.558

The analysis in this study provides a conservative estimate of the non-phase-locked559

fraction of tidal current variance, as our harmonic analysis is limited to the tidal forc-560

ing frequency ± 5 cpy (see Figure 4). This is a narrow band in the frequency domain561

relative to the width of the total semidiurnal cusp evident from power spectra in Fig-562

ure 3. We chose this band because it allows for clear distinction between energy asso-563

ciated with separate tidal peaks while still fitting to near-tidal energy that corresponds564

to amplitude and phase modulations at time scales of a few months.565

At both diurnal and semidiurnal frequencies, tidal peaks are well-defined and are566

at least one order of magnitude more energetic than at near-tidal frequencies. All tidal567

bands exhibit tidal cusps, though those of the low-amplitude O1 and N2 are less pronounced.568

These cusps are similar in form for all major tidal bands at this frequency resolution and569

narrow band-width. This contrasts with the difference in cusp size over a wider range570

of frequencies between diurnal and semidiurnal bands in the power spectra. Secondary571

peaks rise above the cusps at ±1 cpy around the central tidal peak. Some of these peaks572

are constituents of the astronomical forcing: the K1 tide, for example, is a major tidal573

constituent with fK1
= fS1

+fSa
. For M2, there is a weak solar gravitational effect on574

the moon’s orbit that results in seasonal perturbations impacting M2, but these pertur-575

bations are very small: processes driven by solar radiation with a strong seasonal cycle,576

including stratification, wind, and sea ice coverage, however, are much more important577

to the modulation of M2 (Müller et al., 2014).578

Regions with energetic M2 tidal signals, including known internal tide generation579

sites like the Mendocino Escarpment (Althaus et al., 2003) and Santa Cruz Basin (Bui-580

jsman et al., 2012), exhibit more strongly phase-locked signals. This is expected for lo-581

cally generated internal tides, as such waves have not propagated far from their gener-582

ation sites and become more incoherent through interaction with varying stratification583

and currents. Remotely generated internal tides propagating from outside the observed584

region are expected to lose coherence with forcing between their generation and obser-585

vation sites and thus have a similar phase-locked energy fraction throughout the study586

region. The slowly evolving envelopes of the M2 and S2 current semi-major axes exhibit587

significant correlation coefficients (cross-correlation at zero lag) at several locations in588
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the domain, including near local generation sites (Figure 10). The envelopes are assumed589

to contain information about external modulation, as the lunar and solar forcing mech-590

anisms that drive these constituents are independent and highly stable in time and there-591

fore should not impart modulation, except for long-period modulation like that of the592

18.6-year lunar nodal cycle (Doodson & Lamb, 1924; Cherniawsky et al., 2010). The fact593

that high cross-correlation tends to be observed near generation sites, where modulation594

related to propagation through a varying medium is expected to be weakest, may be due595

to the higher signal-to-noise ratio near generation sites allowing even weak modulation596

to be detectable. Signals farther from generation sites may have dropped below mini-597

mum noise-levels required for recovering envelopes or they may require more frequen-598

cies to be fitted due to extensive modulation. Additionally, we hypothesize that strat-599

ification variability at the generation sites is responsible for the weaker but non-zero tidal600

modulation observed at these locations, and is the most easily-observed amplitude mod-601

ulation that both tidal constituents exhibit.602

The processes that modulate the M2 and S2 currents appear to vary throughout603

the study domain, suggesting local modulation is captured in Figure 10. The strongly604

annual modulation at the mouth of the Columbia River is likely due to the substantial605

seasonal change in stratification associated with the seasonally shifting Columbia River606

plume (B. M. Hickey et al., 1998; B. Hickey et al., 2005; Thomas & Weatherbee, 2006;607

Burla et al., 2010). The Columbia River plume is known to be tidally pulsing and to gen-608

erate internal waves, a process separate from the topographical generation of internal609

tides (Nash & Moum, 2005) The summer magnitudes of both constituents at this loca-610

tion are roughly three times the magnitudes in winter. Near Cape Mendocino, the en-611

velopes of M2 and S2 current ellipses are also highly correlated but at nonperiodic time612

scales much longer than the tidal period, which is also typical of most locations with cor-613

related amplitudes. Annual modulation is also observed throughout the domain, as ev-614

idenced by peaks at fM2±fSa and fS2±fSa in Figure 4, suggesting that both seasonal615

and interannual processes modulate tidal currents and lead to the non-phase-locked tide.616

The correlation of the modulation of the independently-forced M2 and S2 currents in-617

dicates that both respond similarly to the same processes in the ocean.618

Lorentzian fits to the cusps of O1, M2, and S2 indicate phase and/or amplitude mod-619

ulation of these constituents at time scales in the range of 180 to 240 days. Zaron (2022)620

performed a similar fit for the M2 cusp and obtained latitude-band averaged values for621
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λ−1 ranging from 151 days to 234 days. Our analogous value of λ−1
M2

= 243 days is larger622

than the largest value in that study, though our range of values overlaps that of Zaron623

(2022). Other differences between the fitting procedures may explain this discrepancy:624

we omit tidal peaks and fit coastal surface current data to a Lorentzian probability den-625

sity function within a band of fM2
± 5 cpy and ∆f = 1/9 cpy, while Zaron (2022) uses626

FES2014 to remove barotropic tides (among other corrections) to fit global altimeter data627

to a Lorentzian cumulative density function within a band of fM2
± 12.8 cpy and ∆f =628

1/4 cpy. The relative agreement of time scales given by similar analysis of different phys-629

ical quantities suggests both are modulated by the same processes.630

6 Conclusions631

We use least squares harmonic analysis to characterize the tidal components of over632

9 years of hourly coastal surface currents as observed by high-frequency radar. The HFR633

network provides data at a spatial resolution comparable to that of recent and upcom-634

ing Earth-observing satellite missions. The length and sampling rate of these records en-635

able us to recover details about the modulation of tidal processes at time scales up to636

a few years. The removal of the more predictable barotropic tide using a high-resolution637

finite element model enables analysis of the baroclinic component, which is expected to638

be much more sensitive to interaction with ocean processes due to its slower propaga-639

tion speed and dependence on stratification.640

The phase structure of tides in the California Current indicates a complicated field641

of internally propagating waves originating from several generation sites, with an inho-642

mogeneous distribution of tidal energy and non-phase-locked tides. Near these genera-643

tion sites, tidal currents are more energetic and more phase-locked, though the modu-644

lations of the amplitudes of the two dominant semidiurnal tides (M2 and S2) are most645

significantly correlated in these regions. These constituents are independently forced, sug-646

gesting that their amplitudes are modulated by the same processes. Stratification likely647

drives this, with tidal currents in the vicinity of the seasonal Columbia River plume ex-648

hibiting strongly annual modulation, while elsewhere modulation varies at a wider range649

of frequencies. Fitting harmonic amplitudes (here a spectral quantity) to a Lorentzian650

distribution indicates that the time scales of amplitude and/or phase modulation are 243651

days for M2, 181 days for S2, and 218 days for the non-propagating O1; the range of the652
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first of these values overlaps with those of the M2 analysis of Zaron (2022), who exam-653

ined global satellite altimetry data.654

The length scale at which the fraction of phase-locked M2 and S2 surface current655

variance varies is on the order of tens of kilometers, which is resolved by HFR and con-656

temporary and future satellite missions. The removal of the barotropic component via657

the FES2014 model reduces the correlation length scale of this quantity in M2 from 24658

km to 15 km and eliminates the domain-wide consistency of that constituent’s phase.659

With the recent launch of SWOT, incoming data will provide a global view of tidal660

variability at scales presently available only near well-observed coastlines. This study pro-661

vides the share of non-phase-locked tidal surface current variance as well as the tempo-662

ral and spatial scales of this quantity, which could help inform interpretation and assim-663

ilation of SWOT data (e.g. Metref et al., 2020, whose methodology omits internal tides).664

Additionally, the specific distribution of tidal variability off the US West Coast can help665

inform regional studies within this domain, for example to target or avoid locations with666

strongly modulated tidal surface currents. Combining results with stratification records,667

the predictability of tidal amplitude modulation could be assessed in future work, with668

implications for future satellite missions and for developing a more comprehensive un-669

derstanding of the transformation of barotropic tides ultimately to turbulence.670
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Appendix A671

The appendix summarizes the methodology of Kachelein et al. (2022), which is used672

in this study. It also describes how the baroclinic tidal component is estimated from the673

HFR data and barotropic tide model output.674

A1 Overview of Harmonic Decomposition of HFR Data675

A time series u(t) that is discretely and possibly unevenly sampled may be mod-

eled as the sum of sinusoids at M prescribed frequencies f :

u = Hxu + ru, (A.1)

where u is the N -long column vector representation of u(t), H is the N -by-2M regres-676

sor matrix of sines and cosines at each frequency in f , xu are coefficients to the sines and677

cosines, and ru is the residual time series that represents the unmodeled component of678

the time series. We use f for ordinary frequency rather than angular frequency ω = 2πf679

throughout. This is not to be confused with the common use of f to refer to the Cori-680

olis parameter, the frequency of inertial oscillations, which are fitted but not investigated681

in this study.682

The ordinary least squares approach (e.g. Draper & Smith, 1998; Foreman & Henry,

1989; Wunsch, 1996; Menke, 2018) seeks to find the xu that minimizes the sum of the

squares of ru. With only this constraint, the solution is

x̂u = (HTH)−1HTu, (A.2)

where the hat indicates that this is an estimator for some unknown true quantity. Given

prior knowledge of u, additional terms can be included in this solution that account for

properties of u that equation A.2 does not consider, including the covariance of xu and

ru. Assuming independent Gaussian statistics of xu and ru and working from Bayes’ the-

orem (see Lee, 2012; Kachelein et al., 2022), xu can be estimated by

x̂u = (HTR−1
uuH+P−1

uu )
−1HTR−1

uuu, (A.3)

where R denotes the expected autocovariance matrix of the residual of the subscripted683

quantity, here Ruu = ⟨rurTu ⟩ and P denotes the expected autocovariance matrix of the684

model parameters of the subscripted quantity, here Puu = ⟨xux
T
u ⟩. These are estimated685

from the power spectrum of the data, Suu(f). Because the coefficients xu are the am-686

plitudes of sines and cosines, they also represent an estimate of the spectral power of u687
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and therefore their autocovariance matrix Puu may be estimated from the power spec-688

trum at frequencies in f . Similarly, the residual autocovariance Ruu may be estimated689

from the non-tidal component of the power spectrum via its Fourier transform.690

A2 Removal of Barotropic Estimate691

The harmonically decomposed HFR data are given as sine and cosine amplitudes,

while the FES2014 barotropic tide model output is given by amplitude A and Green-

wich phase lag G, which is related to tidal phase by ϕ = (V◦ + u) − G (Lyard, 2022,

personal communication), where (V◦+u) is the equilibrium argument for some refer-

ence time (Parker, 2007), in our case 2012-01-01 00:00:00 UTC. Values for the equilib-

rium argument can be computed or referenced in tidal charts, e.g. Zetler (1982). The

sine amplitude a and cosine amplitude b can be calculated from total amplitude and phase

by:

a = −A sinϕ, b = A cosϕ (A.4)

Calculating the difference between two vector quantities that are sinusoidal in time is

simpler when written as separate sine and cosine amplitudes than when written as to-

tal amplitude times a phase-shifted cosine:

u3(t) = u1(t)− u2(t) = a3 sin(ωt) + b3 cos(ωt) = A3 cos(ωt+ ϕ3), (A.5)

where a3 = a1 − a2 and b3 = b1 − b2.692
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Figures (temporary section)969

Figure 1: (a) High-frequency radar (HFR) network coverage in the study domain (per-

cent hourly observations available). Green dots indicate locations of HFR stations. (b)

Time-mean flow of the total current u, including at locations not analyzed for tides. Col-

ors indicate vector magnitude |u|, uniform-length arrows indicate direction u/|u|. (c)

Square root of the eddy kinetic energy of u. Hatching in panels b and c indicates regions

with less than 50% coverage, which were not analyzed for tides.
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Figure 2: Constructed examples of (a) apparent modulation from linear addition of two

tidal constituents and amplitude modulation by (b) sinusoidal and (c) broadband pro-

cesses. The square of the Fourier transform of the broadband-modulated tidal signal is

shown in gray in the bottom-right panel.
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Figure 3: (a) Rotary power spectral density of surface current u from HFR averaged

within five latitudinal bands, plotted on a linear frequency axis and logarithmic spectral

power density axis. Spectra are vertically offset to avoid overlap. A black curve corre-

sponding to a spectral slope of -1 is plotted for reference. Panel (b) displays the diurnal

to semidiurnal band in the negative (clockwise) frequencies. Small colored vertical error

bars indicate the 95% confidence ratio, which corresponds to a ratio valid at all magni-

tudes of the correspondingly colored spectral density.
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Figure 4: Domain-median total HFR current variance 1
2 (σ

2
u + σ2

v) as given by harmonic

decomposition, divided by (variable) frequency step ∆f(f) to give power spectral density.

Shading indicates 5th and 95th percentiles. Prominent tidal constituents are labeled and

all panels span the same vertical interval. Panel (a), which shows the variance recovered

from harmonic decomposition at frequencies ≤ 1/110 cpd, is scaled horizontally to accom-

modate fewer fitted frequencies, while panels (b-f) are all equally horizontally scaled. The

red curves in panels (b), (e), and (f) are the non-linear least squares fitted curves to tidal

cusps plotted at the fitted frequencies.
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Figure 5: Tidal phase (degrees relative to Greenwich) of harmonically decomposed sur-

face currents at the M2 frequency. (a-c) show phase of the u-component, (d-f) show phase

of the v-component. (a,d) show results from decomposed HFR data, (b,e) show results

from the FES2014 tide model, and (c,f) show results from the difference between the data

and model. Masking on panels (b,e) indicate locations where the model is defined but

HFR data were not analyzed.
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Figure 6: (a) Square root of eddy kinetic energy of the M2 component of harmonically

decomposed HFR data. (b) Fraction of M2-band variance considered to be phase-locked

without removal of the modeled barotropic component. (c-d) are analogous to (a-b) but

with the modeled barotropic component removed. The “total variance” of the M2 compo-

nent is calculated within the frequency band fM2
± 5 cpy. Striped regions in (b) indicate

the top decile of variance, where the total variance within the M2 band is ≥ 2.8 · 10−3

m2s−2, while striped regions in (d) indicate the top decile after barotropic removal, where

the total variance within the M2 band is ≥ 2.4 · 10−3 m2s−2.
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Figure 7: Histogram representation of the quantities in Figure 6 (B) and (D).

Figure 8: (a) Modeled barotropic M2 variance as a fraction of total variance (modeled

barotropic plus estimated baroclinic) and (b) the fraction of phase-locked M2 variance

attributable to the barotropic modeled component (the difference of Figure 6B and 6D).

Negative values in panel (b) indicate greater current variance after the removal of the

barotropic component. Regions with the 20% lowest total variance (the denominator in

panel a) are hatched, i.e. where modeled barotropic variance plus estimated baroclinic

variance is ≤ 7.05×10−4 m2s−2.
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Figure 9: Isotropic correlation of phase-locked fraction of variance as a function of dis-

tance. Correlation drops to 0.5 at 45 km for O1, 101 km for S1, 24 km for M2 (15 km for

M2 after barotropic removal), and 29 km for S2. Error estimates are not shown due to

strong convergence across O(103)-O(105) realizations.
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Figure 10: The correlation coefficients of the recovered modulation of the M2 and S2

vector current semi-major axes, calculated from the upper envelopes of
√
u2
M2

+ v2M2
and√

u2
S2

+ v2S2
. The modulating envelopes (alternatively the time-evolution of the semi-

major axes) contain variance at fitted frequencies ≤ 5 cpy (periods ≥ 73 days), with

coefficients in the frequency domain multiplied by a Hanning window in order to reduce

spectral leakage. Striped regions indicate that the absolute value of the correlation co-

efficient is less than the 90% significance level calculated from the estimated number of

degrees of freedom from the characteristic timescale of the M2 and S2 envelopes at each

location. (1-5) are the normalized modulating envelopes for the semi-major axes of u⃗M2

and u⃗S2 at each location labeled on the map.
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