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Key points 5 

 10 seismic refraction tomographies are used to define the geometry of a hydrological model 6 

applied at the catchment scale. 7 

 The seismic velocity distributions are interpolated to generate 3D geostatistical models 8 

considering the measurements’ scale variability. 9 

 The impact of the built hydrological model geometry uncertainty on hydrogeophysical data 10 

is assessed, including key parameters uncertainty. 11 

Abstract 12 

Understanding the critical zone processes related to groundwater flows relies on underground 13 

structure knowledge and its associated parameters. We propose a methodology to draw the patterns 14 

of the underground critical zone at the catchment scale from seismic refraction data. The designed 15 

patterns define the structure for a physically based distributed hydrological model applied to a 16 

mountainous catchment. In that goal, we acquired 10 seismic profiles covering the different 17 

geomorphology zones of the studied catchment. We develop a methodology to analyze the 18 

geostatistical characteristics of the seismic data and interpolate them over the whole catchment. The 19 

applied geostatistical model considers the scale variability of the underground structures observed 20 

from the seismic data analysis. We use compressional seismic wave velocity thresholds to identify 21 

the depth of the regolith and saprolite bottom interfaces. Assuming that such porous compartments 22 

host the main part of the active aquifer, their patterns are embedded in a distributed hydrological 23 

model. We examine the sensitivity of classical hydrological data (piezometric heads) and geophysical 24 

data (magnetic resonance soundings) to the applied velocity thresholds used to define the regolith and 25 

saprolite boundaries. Different sets of hydrogeological parameters are used in order to distinguish 26 

general trends or specificities related to the choice of the parameter values. The application of the 27 

methodology to an actual catchment illustrates the interest of seismic refraction to constrain the 28 
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structure of the critical zone underground compartments. The sensitivity tests highlight the 29 

complementarity of the analyzed hydrogeophysical data sets. 30 

Plain Language Summary 31 

Vertical maps of seismic velocity constructed along 10 profiles are used to define the geometry of a 32 

mountainous aquifer. The 2D tomographies are interpolated to form 3D blocks of seismic velocity. 33 

The underground medium is divided into two vertical porous compartments: the regolith and the 34 

saprolite. The regolith is defined to be more porous with a higher hydraulic conductivity and a higher 35 

porosity than the saprolite. To each compartment corresponds a specific maximum seismic velocity 36 

threshold so their thicknesses can be extracted from the seismic velocity 3D blocks. The obtained 37 

geometries are then inserted in a hydrogeological model representing the groundwater and surface 38 

flows. Several models are run to test the influence of different inputs: randomly generated geometries, 39 

velocity thresholds and hydraulic parameters. We then analyze measurable data obtained from the 40 

models’ outputs: water heads providing the depth of the groundwater table and magnetic resonance 41 

sounding that is a geophysical method directly depending on the underground water content. The 42 

analysis shows the influence of the regolith and saprolite thicknesses on the models’ outputs. We 43 

highlight the complementarity of both data types: magnetic resonance soundings are more sensitive 44 

to the regolith thickness, while water heads better depend on the saprolite one.  45 

Keywords 46 

1402 Critical Zone; 0935 Seismic methods; 1829 Groundwater hydrology; 1894 Instruments and 47 

techniques: modeling; 1804 Catchment; Seismic refraction tomography; Distributed hydrological 48 

model; Sensitivity analysis;  Geostatistical analysis; Magnetic resonance sounding   49 
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 1  Introduction 50 

Groundwater flow and catchment discharge are strongly controlled by the structure of the 51 

critical zone (CZ) underground part and its related hydraulic properties and boundary conditions 52 

(Cassidy et al., 2014; Diek et al., 2014; Fleckenstein et al., 2006; Gabrielli et al., 2012). The bottom 53 

limit of the CZ corresponds to the base of the aquifer above which alteration of underground materials 54 

typically increases towards the surface (Anderson et al., 2007; Brantley et al., 2007). From the 55 

substratum to the soil surface, the deeper weathered rocks progressively evolve to saprolite and 56 

regolith, designing the compartments of the underground CZ classical scheme (Anderson et al., 2007). 57 

The porosity and hydraulic conductivity of such compartments increase toward the surface as 58 

fractures, weathering, and alteration processes enlarge the porous space and ease water flows (Brooks 59 

et al., 2015). In mountainous environments, the CZ underground part is particularly heterogeneous, 60 

and the weathered bedrock, saprolite, and regolith compartments can show significant thickness 61 

variations at the catchment scale (Befus et al., 2011; Diek et al., 2014; Koch et al., 2009; St. Clair et 62 

al., 2015). The thickness variability of these CZ underground compartments is related to the history 63 

of weathering and erosion processes, regional tectonic forcing, or the occurrence of some 64 

metamorphic intrusions. These processes might have different impacts across the catchment due to 65 

local topography and lithology (Anderson et al., 2007; Holbrook et al., 2019; Rempe & Dietrich, 66 

2014; Riebe et al., 2017). 67 

The spatial distribution of the medium hydraulic properties determines the way infiltrated 68 

water drains into storage areas (Brooks et al., 2015). It has been shown that the thickness distribution 69 

of the underground CZ compartments impacts the watershed’s water budget (Bertoldi & Rigon, 2006; 70 

Lanni et al., 2012). Moreover, layers geometry is a key property for understanding the dynamic of the 71 

groundwater from piezometric measurements (piezometers may intercept different layers). Knowing 72 

the hydrogeological facies geometry is thus crucial to design hydrogeological models, especially 73 
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under phreatic conditions (Carrera et al., 2005). However, the inverse problems that seek the hydraulic 74 

parameters of distributed hydrologic models applied at the catchment scale are known to show a 75 

strong non-unicity (Ebel & Loague, 2006). The value of the hydraulic parameters related to each 76 

mesh element of such models has to be determined, while the available measurements might be 77 

equally fitted by different sets of properties. To tackle this non-unicity issue, spatialized observations 78 

providing information on diverse hydraulic properties should be integrated in the inversion process 79 

(Zhou et al. 2014). Nevertheless, hidden by nature, the measurement of water storage and flow 80 

properties in the underground complex structure is still arduous. Therefore, basic but crucial 81 

information, such as the interface geometry between the different CZ underground compartments, is 82 

often missing (Brooks et al., 2015). Recent studies show that the characterization of the underground 83 

CZ structure remains challenging (Flinchum et al., 2018; Gourdol et al., 2020; Kaufmann et al., 2020, 84 

Pasquet et al., 2022).  85 

Geophysical imaging methods provide an insight into the underground CZ architecture as they 86 

furnish a vision of the subsurface geophysical properties with a continuous spatial coverage along 87 

acquisition profiles. In particular, seismic refraction tomography (SRT) supplies structural 88 

information of the CZ underground part. SRT highlights the spatial variability of the subsurface 89 

properties and can be used to distinguish characteristic patterns (Befus et al., 2011; Cassidy et al., 90 

2014; Dal Bo et al., 2019; Olona et al., 2010; Huang et al., 2021). The inversion of SRT data provides 91 

a distribution of compressional P waves velocity (
pv ) in the subsurface, which depends mainly on 92 

the medium’s mineralogy, porosity and density. Weathering processes occurring in the CZ induce a 93 

decrease of 
pv  by increasing the degree of fracturation and porosity. Indeed, 

pv  is slower in pores 94 

filled by air or water than in the rock matrix (Pasquet et al., 2015; Parsekian et al., 2015). Moreover, 95 

pv  is lower in secondary minerals (i.e., clays, oxides) than in parent minerals (i.e., quartz, plagioclase) 96 

(Olona et al., 2010; Parsekian et al., 2015). SRT is thus well suited to distinguish the spatial variability 97 

of the interfaces between the CZ underground compartments (Befus et al., 2011; Flinchum et al., 98 
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2018; Holbrook et al., 2013; Olona et al., 2010; Olyphant et al., 2016; Huang et al., 2021, Pasquet et 99 

al., 2022; St. Clair et al., 2015). 100 

In this study, we assume that the subsurface description obtained by SRT holds also for 101 

hydraulic properties, ie. the layers distinguished with SRT present a homogeneous porosity or 102 

hydraulic conductivity at the catchment scale. From this assumption, we assess the impact of the 103 

underground geometry based on SRT on variables dependent on the groundwater storage estimated 104 

from hydrological modelling. We use parameter values obtained from previous studies in the 105 

Strengbach catchment (Belfort et al., 2018; Lesparre et al., 2020) to perform this analysis under field 106 

site conditions. The following methodology is applied: 107 

1. Measured SRT profiles are analysed in a geostatistical framework using filtering, 108 

truncated power value variograms due to the change in measurement scale with depth, 109 

and 250 three dimensional (3D) velocity fields are generated over the catchment; 110 

2. A threshold velocity is prescribed to estimate the layers’ thicknesses for the 250 111 

velocity fields; 112 

3. Numerical simulations are performed for the 250 geometries using a hydrological 113 

physically-based model of the water catchment and uniform hydraulic parameters for 114 

each layer. Model outputs of interest are piezometric heads, ie. levels of the saturated 115 

zone as the groundwater is unconfined and Magnetic Resonance Soundings (MRS), 116 

which include information in the water content of the unsaturated zone.  117 

4. The impact of the geometry and additional uncertainties on threshold velocity values 118 

and hydraulic parameters is evaluated by a simplified sensitivity analysis of MRS and 119 

piezometric heads. We focused the analysis on spatialized data as they better show how 120 

the data sensitivity to the tested conditions depends on the local context (ie. steep slopes 121 

leading to drainage or flat regions favouring storage). 122 
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The originality of this paper lies in the framework developed here to build the hydrological 123 

model geometry from SRT data and assess how variables informing on the groundwater state 124 

estimated from that model are sensitive to the geometry uncertainty. The field site is described in 125 

section 2, the hydrological model NIHM and its related outputs in section 3. The construction of the 126 

3D geometries from the SRT data and the geostatistical analysis are explained and discussed in section 127 

4. We evaluate how the simulated water circulations are impacted by the model interface geometry 128 

through an analysis of measurable data sensitivity in section 5.  129 

 2  Field context  130 

 2.1  Studied site 131 

The Strengbach watershed is located in the Vosges Mountains (Northeast France) and covers 132 

an area of about 0.8 km² (Fig. 1). The elevation ranges between 883 and 1146 m, and the topography 133 

is rugged with incised slopes that can reach up to 30°. The catchment is divided into two hillsides 134 

with different morphology and meteorology influenced by their respective orientation. The southeast 135 

slopes are gentler; the temperature is usually lower and associated with higher precipitation than the 136 

northwestern slopes. 137 

The subsurface can be described using the classical CZ scheme with a degree of weathering 138 

and fracturation that increases from depth towards the surface (Brantley et al., 2017). Most of the 139 

catchment lies on a Hercynian granitic bedrock, but micro-granite and gneiss constitute the protolith 140 

of the southern and northern crests, respectively (El Gh’Mari, 1995). That hard-rock level may be 141 

locally fractured and is overlaid by weathered bedrock made of chemically altered and fractured 142 

rocks. When sufficiently altered, this weathered bedrock turns into saprolite, forming a sandy coarse-143 

grain matrix containing gravels and pebbles (Fichter et al., 1998a). Then, the regolith composes the 144 

uppermost layer. The physical properties of each of these two layers and their respective thicknesses 145 
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vary spatially over the catchment, as expected by El Gh’Mari (1995) and confirmed by a recent 146 

hydrogeophysical study (Lesparre et al., 2020a). Some catchment regions, such as crests, slopes and 147 

valley bottom might present distinct regolith and saprolite thicknesses and varying porosity 148 

distributions. The exposure and the inclination could also impact thickness and porosity distributions, 149 

allowing observations of differences from one hillside to another. The weathering history of the 150 

hillsides also differs as hydrothermal circulations altered the northern slope 180 My ago (Fichter et 151 

al., 1998b). 152 

 2.2  Meteorological and hydrological observations 153 

The Strengbach catchment is a well-studied research site that hosts numerous scientific 154 

investigations spanning various key questions concerning the functioning and the vulnerability of the 155 

CZ (Pierret et al., 2018). Permanent measurement stations have continuously monitored the 156 

meteorological and environmental conditions since 1986. These long-term observations are managed 157 

by the Observatoire Hydro-Géochimique de l’Environnement (OHGE, http://ohge.unistra.fr; 158 

CNRS/University of Strasbourg), which is part of the French network of CZ observatories (OZCAR; 159 

Gaillardet et al., 2018). OHGE also provides convenient facilities for punctual scientific experiments 160 

(Pierret et al., 2018). 161 

The meteorological forcing is monitored at two stations: one placed on the northern crest of 162 

the catchment and the other settled near the outlet (Fig. 1). Both stations record rainfall, temperature 163 

and relative humidity. The upper station also monitors global radiation, wind speed and snow 164 

thickness. Seven rain gauges provide regular measurements covering the catchment to infer rainfall 165 

spatial variability.  166 

The stream flow rate is continuously monitored at the catchment outlet with an H-flume (RS 167 

station). A second flume records the flow rate upstream (RAZS station). The underground structure 168 

of the catchment was investigated by drilling nine boreholes with depths from 15–120 m. Three 169 
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boreholes were cored to provide direct insight into the deep CZ structure. Most of the boreholes 170 

intercept fractures in the bedrock, such that monitored water levels do not necessarily display 171 

hydraulic pressure heads corresponding to the water flow dynamics in the shallow porous medium. 172 

Recently, 10 piezometers were drilled to depths lower than 7 m and have recorded data since 173 

September 2020. Those piezometers are spatially distributed over the catchment with a few of them 174 

installed near the original boreholes.  175 

 2.3  Hydrogeological knowledge 176 

A combined analysis of the catchment pedology and MRS data covering the catchment has 177 

shown a relatively flat region of water storage upstream the creek main spring (Boucher et al., 2015; 178 

Lesparre et al., 2020a). A previous analysis of MRS measurements rendered a qualitative depiction 179 

of the subsurface water volume distribution in the catchment (Boucher et al., 2015; Pierret et al., 180 

2018). The map of the water volume concealed in the weathered layer shows significant variability 181 

strongly correlated with the pedologic zonation. Low water contents are suggested on the northern 182 

crest by MRS measurements, but the clayed rock materials covering that region might prohibit the 183 

detection of subsurface water (Boucher et al., 2015). On the northern hillside, the shallow subsurface 184 

is made of fissured/fractured granites that intense hydrothermal circulations have altered in the past. 185 

There, the estimated water volume is intermediate and seems to feed perennial flow over time 186 

(Boucher et al., 2015). The southern hillside, which appears to be less weathered (Fichter et al., 187 

1998b), shows lower water content with a drier vadose zone less prone to infiltration or better drained 188 

than the northern hillside.  189 

Finally, water content is higher underneath the wetland in the downstream part of the 190 

catchment and under the flat colluvium zone, which most likely corresponds to the thickest porous 191 

subarea of the catchment (Boucher et al., 2015). MRS signals recorded in that zone (called zone 2 in 192 

Lesparre et al., 2020a, see Fig. 1) show higher amplitudes than other acquisition locations, indicating 193 
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a higher water content at depth. This can be explained by a thicker water bearing unit in that zone, as 194 

suggested by the results of the hydrological modeling (Lesparre et al., 2020a).  195 

 3  Construction of 3D 
pv  models from seismic refraction data 196 

 3.1  Seismic velocity profiles  197 

 Ten SRT profiles, covering a total length of 2 km, were acquired in June 2018 and August 198 

2019. Their locations were chosen to cover specific areas of the catchment, such as the valley bottom, 199 

the crests, the region upstream of the creek spring and both hillsides (Fig. 1). The surveys were 200 

designed to explore how the underground part of the CZ evolves in these different regions, which 201 

were previously distinguished by a joint analysis of pedological and MRS data collected across the 202 

catchment (Boucher et al., 2015; Lesparre et al., 2020a). Seismic data were collected along profiles 203 

of different lengths with 24-channel seismic recorders (Geometrics) and 14-Hz vertical-component 204 

geophones. The inter-distance between geophones was fixed to 2 m, and the sources were distant by 205 

8–10 m. The source signal was generated using a 5 kg sledgehammer swung on a metal plate. For 206 

each shot, the seismic wave propagation was recorded with 72–144 geophones, depending on the 207 

profile as summarized in Table S1. 208 

 First arrival times were picked manually on each trace gathered by recorded shots, when the 209 

signal-to-noise ratio is high enough to confidently identify first breaks. The observed travel times 210 

were then used to build the subsurface P-wave velocity structure (
pv ) by solving an inverse problem 211 

with the pyGIMLi refraction tomography inversion module (Rücker et al., 2017). In pyGIMLi, the 212 

inversion domain corresponds to a triangular mesh with cells of constant velocity through which rays 213 

are traced using a shortest-path algorithm (Dijkstra, 1959; Moser, 1991). The velocity in each mesh 214 

cell is estimated using a generalized Gauss-Newton inversion framework. The inversion is iterative 215 

and starts with an initial model consisting of a velocity field that increases linearly with depth from 216 
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[250 - 750] m/s at surface to [2000 – 5000] m/s in depth (Table S2). The velocity field is then 217 

smoothly updated at each iteration in order to reach the closest match between predicted and observed 218 

travel times. Inversions were performed with 144 combinations of starting models and regularization 219 

parameters (Table S2) in order to explore the possible solutions and estimate the uncertainty of the 220 

velocity distribution along each profile (Pasquet et al., 2016). A selection is then applied to keep only 221 

the results of inversions performed with a set of parameters that obtained a root mean square error < 222 

2.5 ms and a root mean square error weighted by the variance 
2 2  , for all 10 profiles where 223 

2
2

2

( )obs est

obs

d d





  , with obsd  and estd  the measured and estimated travel times, respectively and obs  224 

the travel time measurement error. We applied a systematic error of 5% on each picked travel time, 225 

setting obs  lower and upper bounds at 0.3 and 3 ms, respectively. Among the 144 combinations of 226 

starting models and regularization parameters, 104 from the 144 fulfill these requirements for all 10 227 

profiles. The mean and the standard deviation of 
pv  are then computed for each pixel of the SRT 228 

profiles from the 104 selected models (Fig. S1 and S2). The standard deviation distribution provides 229 

an estimate of the velocity likelihood variations.  230 

Each seismic profile inversion result is extracted to build horizontal maps of 
pv  distributions 231 

at different depths (Fig. 2). Each profile was flattened, so the depth of each point corresponds to its 232 

orthogonal distance to the surface. The standard representations of the seismic profiles (distance vs. 233 

elevation) are also given in Fig. S1. 
pv  varies globally between 400 m/s and 4500 m/s and increases 234 

progressively downward. Above a depth of 3 m, 
pv  values are globally homogeneous and remain 235 

below 700 m/s (Fig. 2). At a depth of 3 m, profiles are heterogeneous with 
pv  varying in between 236 

700 and 2000 m/s. At depths of 5 and 8 m, profile 1 and large parts of profiles 2 and 3 show low 
pv  237 

values with a discrepancy of 1000 m/s compared to the other profiles. At a depth of 24 m, 
pv  is again 238 

homogeneous with values above 2700 m/s for all profiles. 239 
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 3.2  SRT data filtering  240 

Geostatistical tools are applied to interpolate 
pv  in order to construct 3D 

pv  blocks that could 241 

help defining the geometry of the hydrological model covering the whole catchment. As mentioned 242 

above, velocity trends are observed with depth due to weathering processes related to changes in 243 

porous material properties along the profiles (Fig. 2). Since 
pv  maps show non stationary significant 244 

variations, SRT data have to be filtered to remove these trends and perform the geostatistical analyses. 245 

The filtering is performed in three steps: 246 

1. The water catchment is partitioned in zones considering soil surface slope (Fig. 3a) and 247 

altitude (Fig. 3b). We chose these two variables because we assume that the evolution of the porous 248 

material is linked to erosion and weathering processes, which both depend on slope and altitude 249 

(Riebe et al., 2017). Slope and altitude thresholds are defined from the analysis of a digital elevation 250 

model (DEM) characterized by a 0.5 m lateral resolution. The slopes are computed after applying a 251 

40 40 m  rectangular filter to remove the effects of the small-scale asperities of the topography. The 252 

thresholds are determined so the zonation is consistent with the lateral variations observed on the 253 

seismic profiles (Fig. 3c). We favor a limited number of four zones for having enough data in each 254 

zone to compute reliable statistics. 255 

2. For each zone i , an average velocity at a given depth ( )i

pv z   is computed (Fig. 4). Close 256 

to the surface (depth < 2 m), 
pv  distributions are similar from one zone to another (Fig. 4 and S3). 257 

Deeper, 
pv  increases faster in zones 1 and 4, with a similar behavior until 2000 m/spv  , which 258 

corresponds to a depth of about 7 m. In the remaining two zones, 
pv  increases faster in zone 2 down 259 

to a depth of 7 m, where 
pv  starts to increase faster in zone 3 instead. 260 

3. Each SRT profile is split according to the zonation (Fig. 3c) and for each sub-profile 261 

corresponding to zone i , the residual is computed using    log10 log10 ( )i

p pw v v z    . The 262 
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logarithm of the velocity is used because its distribution is closer to a Gaussian distribution than the 263 

velocity itself.  log10 ( )i

pv z   represents the average log-velocity at a depth z  in zone i .  264 

The zonation is obtained by trial and errors, checking the residual distribution within each 265 

profile. The result of the procedure is presented in Fig. 5a and 5b for profile 2. The trend with depth 266 

and the contrast in velocity at the interface between two zones at a distance of 170 m can be seen in 267 

figure 5a. After filtering, the residuals do not show any vertical trend but some minor differences still 268 

remain at the interface between zones 3 and 4 (green and blue lines above the profiles Fig. 5b).  269 

 3.3  Geostatistical modeling of the seismic P velocities 270 

In preliminary tests, horizontal and vertical variograms were estimated without considering 271 

the zonation of the catchment. In the XY plane, the variogram shows a horizontal coherency (blue 272 

line, Fig. S4), but no vertical correlation arises (red line, Fig. S4). Therefore, variograms for horizontal 273 

slices of 0.5 m are computed from the surface down to a depth of 25 m.  274 

We chose the truncated power value (TPV) model to fit each experimental variogram because 275 

the support volume of SRT measurements increases with distance between two geophones (Di 276 

Federico & Neuman, 1997; Neuman et al., 2008). The TPV model filters out random fields with an 277 

integral scale larger than u  and lower than l  (Di Federico & Neuman 1997; Neuman et al., 2008). 278 

u  is assimilated to the dimension of the sampling scale — here the catchment size — while l  refers 279 

to the data support— in our case the SRT resolution (Heße et al., 2014; Neuman et al., 2008). The 280 

TPV variogram ( , , )l us n n  is defined as:  281 

0( , , ) ( , ) ( , )l u l us n n c s n s n     , (1) 282 

with s  the lag distance, ( , )ls n  the variogram associated with the lower wave number 1/l un   and 283 

( , )us n  the variogram related to the upper wave number 1/u ln  . 0c  corresponds to the nugget 284 

and is directly determined by the variance of the 104 seismic results obtained for each profile with 285 
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0s  . TPV models can be characterized either by a Gaussian or an exponential variogram. In our 286 

case the Gaussian TPV variogram better fits the experimental variogram and writes: 287 

2 2 2 2( , ) ( ) [1 exp( ( ) ( ( ) ) (1 , ( ) )]
4 4 4

H

m m m m ms n n sn sn H sn





      , (2) 288 

where   represents the gamma function, the variance 2

2
( )

2
m H

m

C
n

Hn
  , 0 1H   is the Hurst 289 

coefficient (Hurst, 1951) and C is a constant. m  represents either the index u  or l , of the upper or 290 

lower wave number, respectively. 291 

One theoretical variogram is estimated in each 0.5 m horizontal layer and we analyze the 292 

evolution of each variogram characteristics with depth. In that goal, we compute the values of 
ps  and 293 

( )ps  that correspond respectively to the abscissa and ordinate of the point where the variograms 294 

reach a plateau (yellow stars, Fig. 6). ( )ps  is estimated as the theoretical variogram average when 295 

200 ms   and is associated to the variance of the variogram. 
ps  corresponds to the projected lag 296 

distance where the theoretical variogram reaches ( )ps  and is related to the correlation length of the 297 

TPV variogram. 
ps  is constant until a depth of 7.5, where the variable jumps abruptly before decaying 298 

progressively (Fig. 7a). ( )ps  increases to a depth of 3 m, then it decreases with depth (Fig. 7b). The 299 

nugget, 0c , shows a strong decrease between the surface and a depth of 1 m, where it stabilizes until 300 

a depth 5 m before it increases with depth (Fig. 7c). 301 

ps , ( )ps  and 0c  variations are influenced by the acquisition geometry of the SRT data. Since 302 

the sensors are installed on the surface, the resolution is more accurate in the shallow medium in 303 

between 2 and 6 m depth. Smaller targets can be detected near surface so smaller 
ps  values are 304 

observed. This better accuracy is confirmed by the lowest 0c  values, and the largest ( )ps  reflecting 305 

the medium heterogeneity. The regularization process used during the SRT inversion involves 306 
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smoothing the 
pv  distribution. The less-constrained deeper region is depicted by more laterally 307 

extended (higher 
ps  values) and blurred targets (lower ( )ps ). The limited resolution of SRT in the 308 

very shallow media explains the low ( )ps  values in the medium close to the surface. It is impossible 309 

to resolve targets with a smaller size than the distance between the geophones. The depth of 3 m at 310 

which ( )ps  is maximum is similar to the geophones inter-distance (i.e., 2 m). This explains as well 311 

the higher values of 0c  in the first meter below surface compared to the underlying region.  312 

Beyond the acquisition geometry and the characteristics of SRT images related to the inversion 313 

process, 
ps  and ( )ps  variations with depth can be explained by the structure of the underground 314 

medium. The 
ps  abrupt jump could be related to the transition where the medium becomes more 315 

coherent. In the shallow region, the strongly weathered medium is composed of materials presenting 316 

smaller characteristic sizes than in the deeper part. Furthermore, higher ( )ps  value near the surface 317 

might be related to the presence of roots and pebbles with various dimensions in the shallow region 318 

that could induce a strong heterogeneity in the medium.  319 

The geostatistical fields are generated following the theoretical TPV model fitted at each depth, 320 

and each generated geostatistical field reproduces the variable   corresponding to the normalization 321 

of w . The white noise  is added to the residual w  to take care of the uncertainty on 
pv .  is 322 

estimated from the 104 different velocity tomography computed with distinct inversion 323 

configurations.  has a Gaussian distribution with zero mean and a variance equal to the variance of 324 

the  log10 pv distribution. We note that the amplitude of variation of w  is more than six times higher 325 

than the amplitude range of the corresponding noise  added to w  (Fig. 5b and 5c). 326 

 The random fields constitute 3D blocks of 25 m depth and are created with the Geostatistical 327 

Software Library (GSLIB; Deutsch & Journel, 1998) updated with additional libraries to compute the 328 

TPV Gaussian law (Neuman et al., 2008). GSLIB is a collection of geostatistical programs developed 329 
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to build variograms, apply kriging and generate stochastic simulations (Deutsch & Journel, 1998). 330 

The quality of the simulations was checked by looking at the distribution of the simulated residuals 331 

(Gaussian distribution with zero mean and prescribed variance) and by computing the variograms of 332 

the generated fields (see Fig. 6). The simulations were also verified by removing one by one each 333 

SRT profile to compare the distribution of the generated velocity with the removed one. Vertical cross-334 

sections of 
pv  parallel to profile 2 extracted from the generated 3D blocks are illustrated in Fig. S5 335 

together with a map showing their respective locations.  336 

 3.4  CZ underground structure 337 

We explain the progressive increase of 
pv  downward by a decreasing of weathered materials 338 

with depth, as observed in other sites lying on crystalline or rhyolitic bedrocks (Befus et al., 2011; 339 

Holbrook et al., 2014; Olyphant et al., 2016). 
pv  variations observed from a profile to another from a 340 

5 m depth, suggest that the thickness of the weathered medium varies in different areas of the 341 

catchment. Results obtained along profile 1 show that the region upstream the main spring presents a 342 

thicker weathered zone compared to the rest of the catchment. The same conclusion was previously 343 

deduced from MRS measurements showing a region with a higher water content (Boucher et al., 344 

2015). In Lesparre et al. (2020a), MRS data estimated by the hydrological model NIHM (described 345 

below) were fitted to field measurements in order to calibrate the thickness and the porosity of the 346 

model. This calibration showed that a thicker weathered zone was required in that same area upstream 347 

the main spring. The SRT data confirm the occurrence of that deeper weathered zone that is not 348 

limited around the MRS acquisition station but extends all along SRT profile 1. Our results also reveal 349 

that a thicker weathered region is susceptible to occur at the bottom of steep slopes as shown in 350 

profiles 2 and 3 (Fig. S1 and S2). Alternatively, weathered materials located in the valley bottom may 351 

be relatively thinner than other regions. Discrepancies are noticed from one slope to another, notably 352 
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along the third profile, but no particular trend can be extracted to distinguish the north- and south-353 

facing slopes. 354 

In the Strengbach catchment, the underground porous material is described by two layers: the 355 

regolith and the saprolite (El Gh’Mari 1995; Fichter et al., 1998a; Lesparre et al., 2020a). From the 356 

literature, only a few studies have explored the choice of a velocity threshold to delimit the saprolite 357 

upper and lower interfaces in such hard-rock contexts. Begonha and Sequeira Braga (2002) measured 358 

ultrasonic velocities on saprolite and weathered granite samples from Oporto (Portugal). They 359 

showed that porosity is the most influential property on the seismic velocity when studying the 360 

influence of weathering. Their analysis of 167 samples concluded that the velocity threshold between 361 

saprolite and moderately weathered granite is around 2000 m/s. Several field SRT measurements 362 

above crystalline bedrocks have confirmed this threshold value by comparing the profiles with pits, 363 

borehole logs or images acquired with other geophysical methods (Olona et al., 2010; Befus et al., 364 

2011; Holbrook et al. 2014). Other studies allocated the saprolite bottom interface at the depth where 365 

pv  exceeds either 1100 m/s, 1200 m/s or 1400 m/s (Flinchum et al., 2018; Holbrook et al., 2019). The 366 

range of 
pv  in regolith is less discussed because SRT is not always efficient in providing information 367 

with a fine-enough resolution to study such a thin layer. The resolution depends on the inter-distance 368 

between geophones, and for studies exploring the protolith upper interface, long inter-distances 369 

between geophones are preferred. Moreover, ultrasonic measurements on regolith samples raise 370 

issues concerning preserving the in-situ conditions of the medium analyzed. In a similar crystalline 371 

context, Befus et al. (2011) performed SRT using a 1-m spacing between geophones to delimit 372 

regolith < 0.5 m thick. They estimated that 700 m/spv   corresponded to the interface between these 373 

disaggregated materials and saprolite. 374 

On the Strengbach catchment, different boreholes and pits were excavated to study the regolith 375 

properties, the structure of the shallow underground CZ, and the erosion processes (Ackerer et al., 376 
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2016; Belfort et al., 2018). Unfortunately, the pits are distant by more than 100 m from the SRT 377 

profiles. We had to consider the steep slopes and the density of the vegetation when designing the 378 

layout of SRT surveys. Thus, we initiate our analysis by only examining 
pv  variations along the 379 

profiles that are distant by less than 50 m from a borehole to provide an order of magnitude of the 
pv  380 

thresholds at the regolith and saprolite interfaces. In that goal, we consider 
pv  values corresponding 381 

to the interfaces depth of the regolith and saprolite identified when drilling the boreholes (Table 1). 382 

The regolith thickness is not precisely estimated from the boreholes drilling as it is generally thin at 383 

the drilling locations (i.e., around 0.5 m and never above 1 m thick). The 
pv  threshold of the regolith 384 

bottom interface varies in [410; 720] m/s along profiles 9, 13 and 3, which are distant by less than 385 

35 m from the F1, Pz3 and Pz10b boreholes, respectively (Table 1). The saprolite bottom interface is 386 

estimated as the depth where the drilling tool had to be changed as it was penetrating a much less 387 

weathered rock. This interface is estimated at a depth of 4.5 m in the Pz3 borehole located close to 388 

profile 13 (20 m). For that borehole, the 
pv  saprolite threshold varies in [1480; 2245] m/s (Table 1). 389 

The correspondence between the F1 borehole and its closest SRT profile gives a much lower velocity 390 

range in [900; 1030] m/s. This lower range can be explained by the comparison between a local 391 

measurement of the saprolite bottom location from the drilling, while on the SRT profiles the 392 

resolution is of a few meters so local heterogeneities are smoothed. All the more, there is more 393 

distance (35 m) between the F1 borehole and its nearest profile compared to the other boreholes and 394 

their respective neighboring profiles. The F8 borehole that is close to the 3rd profile is excluded from 395 

our analysis since the borehole is located in the valley bottom where the SRT profile shows a strong 396 

heterogeneity and, therefore, a much wider velocity range (Fig. S1 and Table 1).  397 

We discuss the variability of the regolith (saprolite) compartment thickness along each profile 398 

by applying a 
pv  threshold of 700 m/s (2000 m/s) (Fig. S6). We note that the average thickness of 399 

3 m regolith in zone 3 is twice as high as in the other zones (Fig. S7). The average thickness estimated 400 
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for the saprolite is around 3.5 m in zones 1 and 4, while it reaches 8 m in zone 3 and 12 m in zone 2 401 

(Fig. S7). We can then apply those same thresholds to obtain the distribution of the regolith and 402 

saprolite thicknesses from the 3D 
pv  blocks on the whole catchment (Fig. 8). The average and 403 

standard deviation of the regolith and saprolite thicknesses, computed from the 250 geostatistical 404 

models, reproduce the zonation division (Fig. 8). As expected, zones 1 and 4 share similar 405 

characteristics with regolith and saprolite thicknesses of 1.4 0.5 m  and 4 1m , respectively 406 

(Fig. 8). In zone 2, the regolith thickness increases to 2 0.8 m , while in zone 3, it reaches 407 

3.4 1.1 m . The saprolite is the thickest in zone 2, where its thickness reaches 12 1.4 m , while it is 408 

8.3 1.4 m  in zone 3. The deduced structure in each zone can then be used to delimit the compartment 409 

interfaces in the hydrological model NIHM.  410 

 3.5  Uncertainty on the underground structure of the CZ 411 

We use the SRT data to define the thickness of the aquifer layers used in a hydrological model. 412 

We examine then how the estimated thickness uncertainty influences some of the models’ outputs: 413 

piezometric and MRS data distributed over the catchment. We chose these two variables because one 414 

is representative of the saturated zone (piezometric level) while MRS also includes information of 415 

the water content in the unsaturated zone. Both simulated data types are estimated at the same location 416 

to allow a comparison of their sensitivities. We chose to place the synthetic stations at the same place 417 

where field MRS data were acquired as those stations covered the catchment and correspond to 418 

stations where MRS measurements are feasible considering the field context. The location zone of 419 

those stations, their respective distance with their closest SRT profile and their Topographic Wetness 420 

Index (TWI, defined in the appendix) are summarized in Table 2. 421 

The uncertainty on the layers’ thicknesses is related to the uncertainty of the SRT data, their 422 

conversion in velocities 
pv , the interpolation of 

pv  over the whole catchment and to the unknown 
pv  423 

threshold values used to define the interfaces between layers. Uncertainties related to the SRT data 424 
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inversion and to the 
pv  interpolation have been handled in the geostatistical framework described 425 

above. The selected 
pv  threshold values correspond to likely values encountered in the literature 426 

(Begonha & Bragga, 2002; Olona et al., 2010; Befus et al., 2011; Holbrook et al., 2014) and are in 427 

the value ranges estimated when comparing the SRT profiles with the field observations (Table 1). 428 

We investigate the impact of the regolith bottom location by testing 
pv  threshold values of 500, 700 429 

and 900 m/s, keeping a fixed 
pv  threshold at 2000 m/s to define the saprolite interface (Fig. 9a). 430 

Alternatively, we look for the influence of the saprolite bottom interface depth with 
pv  threshold 431 

values of 1500, 2000 and 2500 m/s, the regolith bottom location being defined with a 700 m/s 
pv  432 

threshold (Fig. 9b). The choice of those values is justified by the bibliographic analysis described in 433 

section 3.4. 434 

From the obtained geometries, we estimate the average thickness under each MRS or 435 

piezometric stations for each applied 
pv  threshold (Fig. 9). The generated fields correctly reproduce 436 

thicker regolith under stations located in zone 3 (stations 3 and 7, Fig. 9a) and thicker saprolite in 437 

zones 2 and 3 (stations 5, 8, 22; 3 and 7, Fig. 9b) with respect to zone 1 and 4 hosting the other 438 

stations. In zones 1, 2, and 3, the regolith thickness difference is higher than 1 m when comparing 439 

interfaces corresponding to distinct 
pv  threshold values (Fig. 9a). In zone 4 that difference is less than 440 

1 m. The regolith thickness standard deviation is globally in the same order of magnitude as the 441 

average thickness difference between distinct 
pv  thresholds. The thickness difference between 

pv  442 

thresholds in the saprolite is larger, with an estimated thickness difference higher than 3 m in zones 2 443 

and 3 (stations 3, 5, 7, 8, 22; Fig. 9b). This is slightly above the standard deviation values of the 444 

thickness lower than 2 m in such zones. 445 

 4  Hydrological model and outputs 446 
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 4.1  The Normally Integrated Hydrological Model - NIHM 447 

The Normally Integrated Hydrological Model (NIHM) is a physically-based model that 448 

computes water flows by coupling processes occurring at the surface (1D stream flow and 2D surface 449 

flow) and in the subsurface compartments of a water catchment. Meteorological forcing data such as 450 

precipitations, evapotranspiration and temperatures are required NIHM inputs. We describe below 451 

the main characteristics of NIHM. A detailed description of the model and its numerical aspects are 452 

provided in Pan et al. (2015) and Jeannot et al. (2018). 453 

The surface flow (1D and 2D) is computed through a simplified formulation of the St-Venant 454 

equations, the diffusive wave model, neglecting the inertial effects (Panday & Huyakorn, 2004). 455 

Henderson (1966) consider inertia terms to be negligible in most cases and Ahn et al. (1993) argues 456 

that such a simplification induces errors between 5% and 10% that can be treated as negligible in 457 

comparison with uncertainties on the meteorological forcing or on the hydrological data. For our 458 

application, the option that manages the diffuse 2D surface run-off and exfiltration is switched off as 459 

such processes have never been evidenced at the Strengbach catchment. The regolith covering the 460 

catchment is generally sandy, so it favors rapid infiltration even over steep slopes (Pierret et al., 2018).  461 

The diffusive wave formulation writes: 462 
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The flow cross-sectional area A  [L2] and the wetted perimeter P  [L] both depend on the 464 

stream geometry. The Gauckler-Manning coefficient 
GMn  [T/L1/3] is fixed at a value of 1/30.15 s.m . 465 

Lq  [L2/T] is the lateral inflow and the term  r sh h   [L2/T] models the surface-subsurface coupling 466 
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assuming that the exchanged water fluxes between the compartments are proportional to the head 467 

gradients between them. rh  [L] is the free surface elevation and the water level sh  [L] is defined by:  468 
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where h  [L] is the groundwater head and 
r

z  [L] the riverbed elevation. Initial conditions are defined 469 

by initial values of the free surface elevation. Boundary conditions are of Dirichlet or Neuman type. 470 

At the outlet, it is assumed that the head gradient is equal to the river bed slope (flow parallel to the 471 

river bed also called zero depth gradient).  472 

In the subsurface compartment, we assume that the water flux perpendicular to the substratum 473 

is negligible compared to the water flux parallel to the substratum. In other words, we assume that 474 

the head is constant along the perpendicular to the substratum. Following this assumption, the 3D 475 

Richards’ equation is integrated (averaged) over that direction to obtain a 2D flow model. This 476 

workaround allows a significant reduction of the meshing effort, the required memory space and the 477 

computational cost while preserving the main physics of the flows (Weill et al., 2017; Jeannot et al., 478 

2018). Comparisons with other hydrological models on benchmarks have shown that this assumption 479 

is valid (Pan et al., 2015; Jeannot et al., 2018; Weill et al., 2017).  480 

The mathematical model of the subsurface compartment writes: 481 
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and 
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where   [-] is the water content, S  [-] the storativity and T  the transmissivity tensor [L2T-1], the 482 

latter depending on the groundwater head. rk  is the relative hydraulic conductivity, K  [LT−1] and sK  483 

[LT−1] represent the hydraulic conductivity tensor and the hydraulic conductivity tensor at saturation 484 

respectively. For our application, we consider that those tensors are isotropic, so they are reduced to 485 

the scalar values K  and sK , respectively. bz  [L] is the aquifer’s bottom elevation, wz  [L] the 486 

groundwater free surface elevation and sz  [L] the regolith surface elevation. In (5), f  [LT−1] is the 487 

sink–source term including groundwater and the last term describes the exchange with the river.   488 

is the model domain; D  and N  are partitions of the domain boundaries   that correspond to 489 

Dirichlet and Neumann conditions, respectively. u  is the unit vector normal to the boundary, counted 490 

positive outward. ( , )
D

h tx  is the prescribed head value at the Dirichlet boundaries, ( , )Nq tx  is the 491 

prescribed flux at the Neumann boundaries, 0 ( )h x  represents the initial conditions defined over the 492 

domain and s  is the simulated period.  493 

For each element of the catchment model and at each observation time, NIHM provides the 494 

water pressure h z    [L] and estimates of   and K  based on the van Genuchten model for the 495 

water retention (van Genuchten, 1980): 496 

 497 
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and the Mualem model (Mualem, 1976) for the relative hydraulic conductivity rk : 499 
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 501 

where eS  [-] is the effective water saturation, r  [-] and s  [-] the residual and saturated volumetric 502 

water content respectively, with r  fixed at 0.01 .   [L-1] (air entry pressure) and   [-] are the 503 

Mualem van Genuchten shape parameters, 2   and 1 1/   . The three dimensional distribution 504 

of the water content can be computed by NIHM through post-processing, using the constant head 505 

assumption (since the head is assumed to be constant perpendicular to the substratum) and (7). Water 506 

contents can then be used to estimate MRS signals at given stations as described in the next sub-507 

section.  508 

The equations are solved with a fully implicit non-conforming finite element method that 509 

allows a high flexibility of the discretization and ensures continuity of the normal component of the 510 

velocity from one element to the adjacent one. Although the subsurface flow model is 2D, it requires 511 

an explicit description of the parameters in three dimensions. Moreover, the computation of the 512 

integrals in (5) is based on the elevation and slope of the aquifer’s substratum. In this paper, this 513 

geometry is estimated through seismic refraction data.  514 

The model has already been applied to the Strengbach catchment and showed its capacity to 515 

reproduce the behavior of the catchment flows (Pan et al., 2015). NIHM was also used to constrain 516 

the distribution of the flow lines in the Strengbach catchment (Ackerer et al., 2020) and to explore 517 

the variability of the water transit times through the watershed (Weill et al., 2019). The comparison 518 

between observed MRS data and NIHM deduced MRS estimates was performed on the Strengbach 519 

catchment for conditioning NIHM’s thickness and s  (Lesparre et al. 2020a). 520 
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 The equations defining the groundwater flows show that key hydraulic variables such as the 521 

transmissivity T  and the water content   correspond to the integration over the porous media 522 

thickness of the hydraulic parameters ( )K h  and ( )h , respectively as stated in (6). Thus, to solve the 523 

inverse problem seeking the hydrological model parameters, misestimating the thickness of the 524 

hydrological model underground compartments would inherently lead to a wrong assessment of the 525 

hydraulic parameters. The porous media thickness might then be considered as a sought parameter or 526 

at least as a prior information associated with an uncertainty. All the more, measurable data sensitive 527 

to T  and   should be completed with data directly related to the porous media thickness to tackle 528 

the porous media thickness correlation with ( )K h  and ( )h  in (6).  529 

 4.2  MRS data estimate 530 

MRS is a non-invasive geophysical method that is classically used to estimate the underground 531 

water content in the saturated and unsaturated zones of the subsurface (Legchenko et al., 2004; 532 

Costabel & Günther, 2014; Mazzilli et al., 2016). Thirty-two MRS measurements were performed on 533 

23 different stations covering the Strengbach catchment during two campaigns in April and May 534 

2013. Data were acquired with a Numis plus device system from IRIS instruments using eight-shaped 535 

square loops. This data set was fully described in Lesparre et al. (2020b). A first analysis of the MRS 536 

measurements described the subsurface water content distribution over the catchment (Boucher et al., 537 

2015; Pierret et al., 2018). A subset of the data acquired at 16 stations was then used as a posterior 538 

information to select subsurface parameters of NIHM applied on the Strengbach catchment (Lesparre 539 

et al., 2020a). Here, we estimate MRS synthetic data from NIHM simulations. The MRS signal 540 

envelope ( , )V q t  decays with time t  during the sounding for a pulse moment q . It can be written as 541 

follows (Legchenko and Valla, 2002): 542 

 *

2( , ) ( , ) ( ) exp / ( ) dz
z

V q t q z z t T z      (9) 543 
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where ( , )q z  represents the kernel function of the MRS vertical sensitivity and depends on the 544 

geometry of the acquisition system and the amplitude of the injected pulse q . ( , )q z  is influenced 545 

by environmental conditions such as the geomagnetic field amplitude, the Larmor frequency and the 546 

electrical resistivity of the subsurface (Legchenko and Valla, 2002). The values of the parameters 547 

used for the computation of ( , )q z  are given in Lesparre et al. (2020b). The shape of ( , )q z  is 548 

defined by the geometry of the vertical layers whereby the water content ( )z  and the relaxation 549 

time *

2 ( )T z  are provided by NIHM. Here, as we work with synthetic MRS signals, we assume that 550 

( , )q z  and *

2 ( )T z  do not vary with time. We consider * *

2 2appmedian(T )T  , with *

2appT  the apparent 551 

value of the relaxation time estimated for each pulse (see Lesparre et al., 2020a). Then, we use the 552 

( )z  values provided by NIHM to compute values of ( , )V q t  with (7) and investigate how they 553 

evolve with the tested geometries and parameters’ sets.  554 

 5  Impacts of layer thicknesses on hydrology variables 555 

 5.1  Test case setup 556 

The influence of the regolith and saprolite thicknesses on hydrological variables is analysed 557 

using two outputs: piezometric heads linked to the saturated thickness and water content (through 558 

MRS) related to the water stored in the saturated and unsaturated media. This influence is quantified 559 

by a simplified sensitivity analysis that consists in running the hydrological model NIHM for each 560 

250 simulated velocity fields with the following input parameters: distinct velocity thresholds to 561 

define the layers’ thicknesses and different sets of hydraulic parameters. We focus our investigation 562 

on testing the impact of the hydraulic conductivity sK , the saturated water content s  and air pressure 563 

entry  . Preliminary tests showed that the considered outputs (MRS data and piezometric heads) are 564 

mainly sensitive to those hydraulic parameters together with the thickness of the underground layers. 565 
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In a first step, we prescribe the hydraulic parameters set and investigate combinations of 566 

regolith and saprolite 
pv  thresholds. The tested regolith 

pv  threshold values are of 500, 700 and 567 

900 m/s for a fixed 
pv  threshold at 2000 m/s in the saprolite and the examined saprolite 

pv  threshold 568 

values are of 1500, 2000 and 2500 m/s with a regolith 
pv  threshold fixed at 700 m/s. Thus, we test 569 

five combinations of 
pv  thresholds, each shifting the regolith and saprolite thickness patterns and 570 

influencing the global porous volume of the CZ underground compartments as well as their 571 

transmissivity. In a second step, we prescribe the 
pv  thresholds to 700 m/s for the regolith and 2000 572 

m/s for the saprolite and apply three different sets of hydraulic parameters detailed in Table 3. The 573 

values given to each parameter are defined considering a previous study of the Strengbach vadose 574 

zone (Belfort et al., 2018). We note that in similar granitic catchment contexts, porosity values (that 575 

we relate to s ) as high as 50% and 60% have been estimated in the shallow region (Holbrook et al., 576 

2014, 2019).  577 

Simulations are run with the meteorological forcing measured on the Strengbach catchment 578 

from June 1, 2012, to May 31, 2013, as this period covers the MRS measurement campaign. We 579 

analyze data estimated at a same date, the 19th of April 2013, so we can compare data related to a 580 

same meteorological forcing history. This date corresponds to a relatively low water level and only a 581 

few artesian locations might be observed. Artesian events might indeed happen depending on the 582 

applied parameters, the 
pv  thresholds and the station location. Because NIHM is not designed to 583 

simulate these situations properly, we prefer to focus the data sensitivity analysis to an average flow 584 

period to limit the occurence of such events and so variations of the water table can still occur.  585 

The head levels are converted to water table depths (WTD). For MRS data, we focus the 586 

analysis on the signal simulated for the pulse that shows the largest variability when compared to the 587 

other pulses applied on the field. High MRS values reflect a high water content in the underground, 588 

while a low WTD corresponds to a water level close to surface. Results are first presented on 3D plots 589 
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that represent the projection of the simulations on three planes: thicknesses of both layers (horizontal 590 

plane) and MRS signal or WTD values in function of the 2 layers’ thickness (vertical planes; Fig. 10 591 

and 11). When exploring the influence of the parameters’ set, data on the horizontal plane are in grey 592 

since the regolith and saprolite thicknesses vary with the same distribution for the three studied sets 593 

(Fig. 11). We discuss data estimated at stations 5 and 6 which are representative of the main results. 594 

Results of all stations are given in supplementary materials (Fig. S8 to S10). Stations 5 and 6 differ 595 

in regolith thickness (less than 3 m for station 6, less than 5 m for station 5) and in saprolite thickness 596 

(between 1 m and 12 m for station 6, and 5.5 m to 16 m for station 5) and therefore in the total 597 

thickness of the aquifer (Fig. 9). Station 5 represents zones where the topography favors water storage 598 

(high TWI) whereas the topography is propitious to water drainage around station 6 (low TWI).  599 

We then estimate 2R  values between the estimated data and the regolith or saprolite thicknesses 600 

for all stations to describe how their specific location influences the data sensitivity to the thicknesses 601 

variations (Fig. 12 and 13). 2R  highlights a linear relationship between the estimated data and the 602 

layer thickness when it is close to 1. However, a coefficient significantly different from 1 does not 603 

mean that the data are not dependent on the layer thickness. Stations 9, 13, and 14, are located less 604 

than 10 m from a seismic profile (Table 2), therefore measured 
pv  values strongly constrain the 605 

regolith and saprolite thicknesses that are accurately estimated for given velocity thresholds (Fig. 9, 606 

S8, S9, S10 and, S11). Those narrow variation ranges hinders analyzing the correlation between the 607 

regolith and saprolite thicknesses and the estimated data so we do not include such stations in the 2R  608 

analysis. 609 

Contrarily to other geophysical methods, MRS is directly sensitive to the underground water 610 

content as no petrophysical relationship is required to estimate the MRS signal from water contents 611 

estimated by a hydrological model. However, the signal measured on the field is impacted by the 612 

instrument dead time, the pulse length and the presence of bounded water cannot be detected. In the 613 

analysis applied to synthetic estimates, we did not consider such aspects that influence MRS 614 
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measurements in addition to the hydraulic parameters’ values. They should be taken under 615 

consideration in the analysis of real MRS data. 616 

 5.2  Groundwater variations with respect to the porous medium 617 

thickness 618 

For a given set of parameters (e.g., set B in Table 3), we investigate the influence of the 
pv  619 

thresholds on the MRS and WTD values. Note that the 
pv  threshold of the regolith layer influences 620 

the saprolite thickness: the lower the regolith threshold, the thicker the saprolite layer for a same 
pv  621 

threshold of the saprolite layer. Results clearly show the important effect of the station location on 622 

the MRS amplitude which varies in [10-100] nV at station 6 and [100-300] nV at station 5 (Fig. 10a 623 

and b). WTD values are also strongly impacted as they vary in [1-15] m at station 6 and [1-3] m at 624 

station 5 (Fig. 10c and d). The thicker underground medium under station 5 and its position on a 625 

region favoring storage (high TWI) explain its higher MRS and lower WTD values. The sensitivity 626 

of the data to 
pv is clearly different for these two stations. At station 6, the MRS signal is proportional 627 

to the regolith thickness for small saprolite thickness (less than 2 m, brown dots Fig. 10a). For higher 628 

saprolite thicknesses, the MRS signal is lower and linearly dependent on the saprolite thickness 629 

(purple dots Fig. 10a). The WTD is linearly dependent on the thickness of the saprolite layer, since 630 

the WTD is mostly below the regolith layer (Fig. 10c). At station 5, MRS estimates obtained with all 631 

pv  thresholds show a linear trend with the regolith thickness, but none of them show such a trend 632 

with the saprolite thickness (Fig. 10b). WTD values do not show any linear dependence on the regolith 633 

or saprolite thicknesses (Fig. 10d). However, a thicker regolith layer is related to a deeper WTD and 634 

high MRS values (green dots, Fig. 10d). A thicker regolith provides more space to store water leading 635 

to a stronger MRS amplitude, but it also increases the transmissivity that might favor drainage and 636 

thus reduce the water level. Fig. 10 also highlights non-uniqueness of MRS and WTD with respect to 637 
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the geometry for a given hydrological parameter set. In particular, at station 5, a given value of WTD 638 

can be obtained by different combinations of the layers’ thicknesses. It is less true for MRS at the 639 

same station where the number of possible combinations is lower due to the correlation with the 640 

regolith thickness. This clearly shows the interest of using different kinds of measured variables to 641 

better constrain the model. 642 

A global overview of the correlations that may exist between layers’ thicknesses and MRS or 643 

WTD is provided in Fig. 12. For almost all stations, when the correlation with the regolith (resp. 644 

saprolite) thickness for MSR or WTD is significant, the estimated data are not linearly correlated for 645 

saprolite (resp. regolith). In average, MRS with 2R  values above 0.5 (Fig. 12a) are more linearly 646 

dependent on the regolith thickness than WTD which 2R  values remain mostly below 0.5 (Fig. 12b). 647 

WTD is more controlled by the saprolite thickness as 2R  values above 0.5 are observed (Fig. 12d). 648 

This can be explained by the fact that WTD depicts the water level of the saturated medium that might 649 

remain in the saprolite under dry conditions, while MRS depends on the water content variations in 650 

both the saturated and unsaturated media. In general, MRS and WTD better correlate with the regolith 651 

thickness when the saprolite is thinner (brown lines Fig. 12). On the contrary, both data types better 652 

correlates with the saprolite thickness when it is thicker (purple lines Fig. 12). A thicker saprolite 653 

hinders the presence of water in the regolith as the water level might be lower, and also since it 654 

increases the transmissivity and thus favors drainage. Therefore, the influence of the regolith 655 

thickness on the estimates is annihilated. On the opposite, a thin saprolite is more likely saturated by 656 

a higher water level and a reduced transmissivity so its thickness influence on the estimates 657 

diminishes. For both data types, stations with a low TWI are generally better correlated with the 658 

saprolite thickness than stations with a high TWI. A low TWI indicates a region favorable to drainage 659 

and thus to a low water level for a given aquifer bottom, therefore the groundwater level is more 660 

likely present in the saprolite. 661 
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Stations 3 and 7 show lower 2R  values compared with stations characterized with a similar 662 

TWI, in particular for MRS (WTD) values compared with the saprolite (regolith) thickness (Fig. 12b 663 

and c). Those stations located in zones 3 present thicker regolith and saprolite (Table 2 and Fig. 9). 664 

The high WTD under those stations does not help exploring the influence of the regolith thickness 665 

(Fig. S9). WTD and MRS at stations 5, 8, and 22 seem to be independent from the saprolite thickness. 666 

Those stations associated to a relatively high TWI are located in zone 2 (Table 2) that is relatively flat 667 

and thus propitious for water storage. The WTD underneath those stations is close to the surface and 668 

varies in a range of 1 m or less indicating that the WTD is not strongly influenced by the layers’ 669 

thickness variability (Fig. S9). MRS is still strongly correlated to the regolith thickness under stations 670 

5 and 8 as MRS depends on the water content in the unsaturated medium and the water table is 671 

between 1 and 2 m below the surface at those stations (Fig. S8). However, at station 22 with the 672 

highest TWI value, the water table is very close to the surface, when not in artesian conditions (Fig. 673 

S9), MRS or WTD cannot be influenced by the underground medium thickness for our parameter 674 

sets.  675 

 5.3  Groundwater variations with respect to the hydraulic parameters 676 

We investigate now the effects of the hydraulic parameters for a given set of 
pv  thresholds of 677 

700 m/s for the regolith and 2000 m/s for the saprolite (Fig. 11). Thicknesses variations of the regolith 678 

and saprolite are thus tighter since they are only related to the generation of the 250 geostatistical 679 

models. Despite that, we note that the range of variations of both signals are similar as in the previous 680 

test. Again non-uniqueness occurs as different parameter sets may give the same MRS or WTD values 681 

for given 
pv  thresholds. However, the relationship between both data types and layers’ thicknesses is 682 

parameter set dependent. This is clearly shown for MRS and regolith thickness at station 5 (Fig. 11b) 683 

and for WTD and saprolite thickness at station 6 (Fig. 11c). 684 
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At station 6, we observe lowest WTD values for the parameter set C that corresponds also to 685 

the highest MRS signal reflecting high saturated conditions (blue dots Fig. 11 a and c). The parameter 686 

set C has the lowest saprolite s  and so a smaller storage capacity compared to the two other 687 

parameters’ sets. This small storage capacity leads to a higher water level in the medium below the 688 

station. Set C corresponds also to saprolite layers with the lowest sK  that further induces a slower 689 

drainage and thus might better maintain the groundwater under the station. All the more, the set C 690 

shows the highest s  of the regolith which provides a larger space to store water in the unsaturated 691 

zone and induce a higher MRS signal.  692 

At station 5, WTD values corresponding to parameter A (red dots) are slightly higher than 693 

values estimated with the other parameters (Fig. 11d). However, if the parameter set influences the 694 

trend between MRS estimates versus the regolith thickness, we do not distinguish a clear impact of 695 

the paramater set on the MRS signal amplitude (Fig. 11b) as observed at station 6. This means that 696 

above a given aquifer thickness, variations of the WTD due to distinct sets of parameters influence 697 

less the MRS signal than variations of the regolith thickness. 698 

Influence of the parameter sets on the correlations that may exist between layers’ thicknesses 699 

and MRS or WTD for all stations is illustrated in Fig. 13. In general, MRS and WTD better correlate 700 

with the regolith (resp. saprolite) thickness for parameter set C (resp. A). Thus, low values of s and 701 

sK  in the saprolite associated with a high s  in the regolith that characterizes parameter set C lead to 702 

a better correlation of the estimated data to the regolith. Such parameters favor a water table closer to 703 

surface and a higher water storage that allow a stronger influence of the regolith thickness on the 704 

WTD and MRS. On the contrary, high values of s and sK  in the saprolite of the A parameters’ set 705 

induce a better drainage and thus a lower water level. In that case, WTD and MRS are more sensitive 706 

to the saprolite thickness. Stations 3, 7, 8, 5 and 22 show a general lower sensitivity to the medium 707 
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thickness as mentioned in section 5.2. Here again this peculiar behavior can be explained by a thicker 708 

medium, with higher TWI values for stations 8, 5 and 22. 709 

A complementarity between the piezometric heads and the MRS is again emphasized as both 710 

signals are differently influenced by the parameters tested. However, from the results we obtain it is 711 

difficult to distinguish what is the respective influence of those parameters on the synthetic data. All 712 

the more, we focus our analysis at a given time, while the variations of the water content in the 713 

underground evolve depending on the forcing conditions. Therefore, MRS and piezometric heads 714 

sensitivity to the regolith and saprolite thicknesses might also depend on the hydrological regime.  715 

6.  Conclusion 716 

In this paper we propose a methodology to build the pattern of the three dimensional 717 

underground heterogeneity from geostatistical analysis of seismic profiles acquired on the Strengbach 718 

catchment. No vertical correlation is observed on the seismic data, allowing a depth-by-depth 719 

analysis. The properties of the experimental variograms reflect the data uncertainty variations with 720 

depth, the spatial resolution of the SRT, and the dimension of the underground structures. The porous 721 

regolith and saprolite compartments are assumed to drive most groundwater flow supplying the 722 

catchment outlet studied here. The thicknesses of those layers are deduced by defining 
pv  thresholds 723 

from field observations and considering previous studies in similar contexts. The study shows that 724 

the average regolith and saprolite thicknesses are thinner on the catchment crests, upper slopes, and 725 

the valley bottom close to the outlet. At the bottom of steep slopes, the largest regolith thicknesses 726 

occurred together with high saprolite thickness. In a flat area upstream the creek’s main spring, the 727 

regolith is also relatively thick, and the saprolite appears to be the thickest.  728 

Increasing the 
pv  threshold globally shifts the regolith and saprolite compartments’ bottom 729 

limits downward. Thus, an increase in the 
pv  threshold is equivalent to a transmissivity rise in the 730 
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different layers (Eq. 5) and an increase of the storage capacity. This tends to lower the groundwater 731 

level and induces higher WTD and lower MRS values for a given set of hydraulic parameters. The 732 

sensitivity of the WTD and MRS signal to the porous medium thickness is also influenced by the set 733 

of hydraulic parameters. For instance, low hydraulic conductivity and porosity of the saprolite favor 734 

shallower groundwater levels and higher signal sensitivity to the regolith thickness. Beyond the 735 

valuable information supplied by SRT on the Strengbach catchment underground structure, this paper 736 

also shows the double dependence of data influenced by the water quantity (ie. WTD and MRS) to 737 

both the hydraulic parameters and the thickness of the porous media. Thus, the model geometry 738 

knowledge is crucial to reduce the non-unicity of the hydrological inverse problem that would fit such 739 

data. SRT measurements should be completed with field observations in pits or on outcrops so they 740 

could constrain efficiently the hydrological inverse problem. 741 

The tests applied here demonstrate that piezometric heads and MRS signals display different 742 

underground structure sensitivity even when collocated. Such a complementarity is very encouraging 743 

for setting up future experiments. Data presently recorded with piezometers could be constructively 744 

completed with repeated MRS acquisitions sensitive to the medium porosity. The methodology 745 

exposed here opens the way for applying hydro-geophysical measurements to constrain underground 746 

CZ structures (using SRT) and their hydraulic properties (with piezometers and MRS). The 747 

demonstrative application developed here could be easily translated into other watersheds where 748 

MRS measurements have been or could be acquired for constraining their hydraulic parameters. The 749 

design of the SRT profiles distribution should investigate the different underground morphology 750 

susceptible to occur on the catchment. This study’s field-based synthetic exploration invites a 751 

quantitative global sensitivity analysis to deepen the understanding of the respective impact on the 752 

different data types of the hydraulic parameters and their eventual combined effects. 753 
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Table 1: Depth of the Bottom Interfaces Estimated at the Boreholes and the Corresponding 
pv  1019 

Ranges of the Closest Part of the Seismic Profiles at such Depths. The Saprolite Bottom Interface Is 1020 

Not Intercepted by Pz10b. 1021 

Borehole 

name 

Closest 

profile 

number 

Minimum distance 

to the closest 

profile (m) 

Bottom interface depth (m) 

Corresponding 
pv  range 

(m/s)  

Regolith Saprolite Regolith Saprolite 

F1 9 35 0.5 1.5 480; 720 900; 1030 

Pz3 13 13 1 4.5 410; 630 1480; 2245 

Pz10b 3 9 0.5 - 560; 650 - 

 1022 
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Table 2: MRS Station Zone Locations and Distance to Their Closest SRT Profile. 1023 

MRS station 

number 

Zone 

number 

Closest SRT 

profile number 

Distance to the 

closest profile (m) 

Topographic 

wetness index 

1 4 11 163 7.6 

3 3 2 31 6.6 

4 4 15 30 6.3 

5 2 1 60 8.0 

6 4 3 44 6.2 

7 3 3 69 5.8 

8 2 1 93 7.5 

9 1 12 6 7.6 

12 4 13 48 7.2 

13 4 9 2 6.3 

14 4 15 5 5.8 

15 4 1 130 7.7 

16 4 1 39 6.7 

19 4 3 116 6.5 

22 2 1 29 8.5 

23 4 9 231 7.4 
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Table 3: Parameters Applied in Each of the Subsurface Compartments for the Different Sets of 1024 

Simulation Runs 1025 

Parameter  s  (%) sK  (m/s)  (m−1) 

Medium Regolith Saprolite Regolith Saprolite Regolith Saprolite 

Set A 0.1875 0.08 10-4.5 10-4.5 0.575 1.525 

Set B 0.325 0.06 10-4 10-5 1.05 1.05 

Set C 0.4625 0.04 10-3.5 10-5.5 1.525 0.575 

 1026 
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 1027 

Figure 1: Map of the Strengbach catchment. The seismic profiles are indicated by red lines, and the 1028 

flow measurement station at the outlet is represented by the blue triangle. The colored stars show the 1029 

TWI, defined in Eq. (A1), computed at each MRS station. The white triangles represent the 2D mesh 1030 

of the hydrological model underground compartment, with the grey zone 2 that was identified as a 1031 

storage area in Lesparre et al. (2020a). The cyan lines represent the 1D mesh of the hydrological 1032 

model surface compartment that includes flows in the creek but also on the forestry roads. An inset 1033 

shows the location of the Strengbach catchment in the Northeast of France. 1034 
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 1035 

Figure 2: Spatial distribution on the Strengbach catchment of the 
pv  extracted at different depths 1036 

from the SRT inversion results. 1037 
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 1038 

Figure 3: Analysis of the Strengbach catchment topography to delimit zonation in which the 
pv  1039 

presents geostationary characteristics. 1040 
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 1041 

Figure 4: Average 
pv  as a function of the depth in each zone. The shaded areas represent the average 1042 

pv  more or less 1 standard deviation of 
pv . 1043 
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 1044 

Figure 5: Measured 
pv  as estimated after inversion along profile 2 (a). w  variations after the trend 1045 

removal (b). Example of random noise generated along profile 2 (c). The blue and green lines above 1046 

the profiles represent the profile parts that are in zones 4 and 3, respectively. The solid (dashed) black 1047 

line represents the regolith (saprolite) bottom interface for a 
pv  threshold of 700 m/s (2000 m/s). 1048 
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 1049 

Figure 6: Experimental variograms (red lines) estimated from the detrended variable w  (red line). 1050 

The theoretical variograms (black lines) follow a Gaussian truncated power value law (black line). 1051 

ps  (yellow star) represents the lag distance where the variograms reach a plateau. The variogram of 1052 

the generated field is represented by the blue dashed line. 1053 
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 1054 

Figure 7: Characteristics of the theoretical variograms as a function of depth: 
ps  (a), ( )ps  (b) (see 1055 

Fig. 6). The nugget is directly fixed from the standard deviation of the SRT profiles (c). 1056 
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 1057 

 1058 

Figure 8: Statistical characteristics of the lower boundary of the regolith (a, b) and the saprolite (c, 1059 

d). The averages (a, c) and the standard deviations (b, d) are estimated from the generation of 250 1060 

geostatical models following a Gaussian truncated power value geostatical model. The black dots 1061 

represent the locations of the SRT profiles; the black stars correspond to the MRS station locations. 1062 
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 1063 

Figure 9: Variation of the regolith and saprolite thicknesses below each piezometric and MRS 1064 

station. The thicknesses plotted represent the average estimated from the 250 generated fields, and 1065 

the error bars correspond to the thicknesses’ standard deviations. Stations are ordered with a crescent 1066 

TWI. 1067 
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 1068 

Figure 10: Distribution of the MRS and WTD values as a function of the regolith and saprolite 1069 

thicknesses below measurement stations 6 and 5. Data are estimated the 19th of April 2013 for 1070 

different velocity thresholds and the fixed set of parameter B (see Table 3). 1071 
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 1072 

  1073 

Figure 11: Distribution of the MRS and WTD values as a function of the regolith and saprolite 1074 

thicknesses below measurement stations 6 and 5. Data are estimated the 19th of April 2013 for 1075 

different sets of parameters, as described in Table 3, and fixed velocity thresholds of 700 m/s for the 1076 

regolith and 2000 m/s for the saprolite. 1077 
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 1078 

Figure 12: 2R  values of linear fits computed on the MRS and WTD signals estimated the 19th of 1079 

April 2013 as a function of the thickness of the regolith (a, b) and saprolite (c, d) below each station 1080 

for different velocity thresholds and for the set B (see Table 3). Stations 9, 13 and 14 located close to 1081 

the acquired seismic profiles are excluded from the analysis. Stations are ordered with a crescent 1082 

TWI.  1083 

 1084 
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 1085 

Figure 13: 2R  values of linear fits computed on the MRS and WTD signals estimated the 19th of 1086 

April 2013 as a function of the thickness of the regolith (a, b) and saprolite (c, d) below each station 1087 

for different sets of parameters and fixed velocity thresholds of 700 m/s for the regolith and 2000 m/s 1088 

for the saprolite. Stations 9, 13 and 14 located close to the acquired seismic profiles are excluded 1089 

from the analysis. Stations are ordered with a crescent TWI. The sets A, B and C correspond to the 1090 

parameters’ sets described in Table 3. 1091 

 1092 
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Appendix 1093 

The topographic wetness index (TWI) helps distinguishing the capacity of a station to store or 1094 

drain the groundwater depending on the geometry of the topography. The TWI depends on the 1095 

upstream contributing area per unit width orthogonal to the flow direction ( a ) and on the local slope 1096 

(b ), and is defined as (Beven & Kirkby, 1979):  1097 

TWI ln
tan( )

a

b

 
  

 
 .     (A1) 1098 

A low TWI value indicates a region suitable to drainage while higher TWI values correspond to areas 1099 

favoring water storage. We compute TWI values at each MRS station (Fig. 1, Table 2) to classify the 1100 

obtained results and sustain the data sensitivity interpretation. The sensitivity might indeed be 1101 

influenced by the spatial configuration of the measurement stations that strengthens a groundwater 1102 

drainage or storage behavior. 1103 


