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Abstract 17 

In austral winter, biological productivity at the Angolan shelf reaches its maximum. The 18 

alongshore winds, however, reach their seasonal minimum suggesting that processes other than 19 

local wind-driven upwelling contribute to near-coastal cooling and upward nutrient supply, one 20 

possibility being mixing induced by internal tides (ITs). Here, we apply a three-dimensional 21 

ocean model to simulate the generation, propagation and dissipation of ITs at the Angolan 22 

continental slope and shelf. Model results are validated against moored acoustic Doppler current 23 

profiler and other observations. Simulated ITs are mainly generated in regions with a 24 

critical/supercritical slope typically between the 200- and 500-m isobaths. Mixing induced by 25 

ITs is found to be strongest close to the coast and gradually decreases offshore thereby 26 

contributing to the establishment of cross-shore temperature gradients. The available seasonal 27 

coverage of hydrographic data is used to design simulations to investigate the influence of 28 

seasonally varying stratification characterized by low stratification in austral winter and high 29 

stratification in austral summer. The results show that IT characteristics, such as their 30 

wavelengths, sea surface convergence patterns and baroclinic structure, have substantial seasonal 31 

variations and additionally strong spatial inhomogeneities. However, seasonal variations in the 32 

spatially-averaged generation, onshore flux and dissipation of IT energy are weak. By evaluating 33 

the change of potential energy, it is shown, nevertheless, that mixing due to ITs is more effective 34 

during austral winter. We argue this is because the weaker background stratification in austral 35 

winter than in austral summer acts as a preconditioning for IT mixing. 36 

 37 

Plain Language Summary 38 

Tropical eastern boundary upwelling regions (e.g. on the Angolan shelf and Peruvian shelf) 39 

usually have high biological productivity. Unlike further poleward, tropical eastern boundary 40 

upwelling regions are often characterized by weak winds. Maximum biological productivity on 41 

the Angolan shelf is observed in austral winter during periods of weak winds. Therefore, other 42 

factors must contribute to the seasonality in the productivity. Mixing induced by internal tides is 43 

one of these possible factors. We have designed numerical simulations to explore the generation, 44 

propagation and dissipation of internal tides on the Angolan continental slope and shelf. It is 45 

found that the internal tides on the Angolan shelf indeed promote the appearance of cold water at 46 

the surface near the coast. Furthermore, we explore the seasonal variations of the internal tides 47 

taking into account the seasonally varying stratification at the continental slope and shelf. The 48 

results show that seasonal variations in the tidal energy available for mixing on the shelf are 49 

weak, but mixing by the internal tides is, nonetheless, more effective when the stratification is 50 

weak during austral winter. Therefore, a stronger impact of internal tide mixing on sea surface 51 

temperature and biological productivity is suggested to occur in austral winter. 52 

 53 

1 Introduction 54 

Tropical eastern boundary upwelling systems are characterized by rich marine 55 

ecosystems [Carr & Kearns, 2003]. They undergo strong intraseasonal to interannual variability 56 

dominantly associated with equatorial forcing and are often subject to intense hypoxia (e.g., 57 

Mohrholz et al. [2008], Bachelery et al. [2016], Echevin et al. [2008]). The Angolan shelf hosts 58 

such a tropical eastern boundary upwelling system known for its high biological productivity and 59 
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fisheries [Gammelsrød et al., 1998; Jarre et al., 2015;Tchipalanga et al., 2018]. The tropical 60 

Angolan upwelling system is separated from the colder water south of it by the Angola-Benguela 61 

Front located between 15° and 18°S [Tchipalanga et al., 2018]. The climatological seasonal 62 

cycle of sea surface temperature (SST) in the tropical Angolan upwelling system (~11°S) is 63 

characterized by coldest temperature during austral winter (June to September) and warmest 64 

temperature during austral summer (February to April) (Figure 1a). Northward (upwelling 65 

favouring) winds are weakest during austral winter (Figure 1b) [Ostrowski et al., 2009] and are 66 

thus not able to explain the enhanced cross-shore SST gradient that develops between near-67 

coastal (water depth shallower than 400m) and offshore (deeper than 400m) waters during that 68 

period (Figure 1a). The stratification in the Angolan upwelling region is strongly affected by net 69 

surface heat, freshwater fluxes and the coastally trapped waves (CTWs) that are forced remotely 70 

at the equator [Rouault, 2012]. These CTWs, which can be identified in the sea level anomaly 71 

(SLA), have a dominantly semi-annual cycle of poleward propagating upwelling and 72 

downwelling waves with largest amplitudes near the coast (Figure 1c). The primary upwelling 73 

season during austral winter (e.g. low SST and high cross-shore SST gradient, see Figure 1a) is 74 

characterized by a depression of the SLA that can be associated with a shallow thermocline and 75 

weak stratification. However, cold SST anomalies in a small stripe along the coast as observed in 76 

satellite data (MODIS, Figure1d) and the associated near-coastal primary productivity maximum 77 

during that period cannot easily be explained. Therefore, Ostrowski et al. [2009] hypothesized 78 

that other processes such as mixing induced by internal waves may contribute to the near-coastal 79 

cooling and upward nutrient supply into the euphotic zone. Moored observations [Tchipalanga et 80 

al., 2018] seem to confirm such a hypothesis showing more internal wave activity near the 81 

buoyancy frequency during austral winter compared to austral summer at the continental slope. 82 

Nevertheless, it remains to be clarified how internal waves might affect hydrographic 83 

characteristics and upward nutrient supply. On the Angolan shelf, shipboard acoustic backscatter 84 

images have revealed the existence of tidally generated internal waves propagating from the 85 

shelf break toward the coast [Ostrowski et al., 2009]. They found well-developed trains of 86 

internal solitary waves (ISWs) during austral winter, while in March internal waves were more 87 

incoherent and weaker. A synthetic aperture radar (SAR) image (Figure 1e) from the ERS-1 88 

satellite taken in January (secondary upwelling season) shows surface signatures of internal 89 

waves. The distances between two consecutive trains of ISWs (the white stripes parallel to the 90 

coast, marked by red points) that correspond to the wavelength of the internal tides (ITs) are 91 

about 23, 21 and 18 km respectively. 92 
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 93 

Figure 1. Climatological seasonal cycles of (a) SST (from MODIS satellite data), (b) meridional wind 94 

(from CCMP data, northward is positive) and (c) SLA (from TOPEX/ERS merged data) in the area 11.7° 95 

- 13.9°E and 9.6° - 12.3°S . Red/green lines indicate the near-coastal (water depth shallower than 400 m) 96 

and offshore (deeper than 400 m) spatially-averaged data; black line (labeled as “Initial”) in (a) indicates 97 

observed SST used as initial conditions for the numerical simulations. (d) SST anomaly against mean 98 

SST observed by MODIS at 21:45 UTC 20 July 2013. White areas mark no data due to clouds. (e) ERS-1 99 

SAR image acquired at 09:20 UTC 12 Jan 1996; red points indicate internal tide fronts. (f) Topography 100 

used in the numerical simulations. S1 and S2 are the locations of the ADCP moorings; C1, C2 and C3 are 101 

cross-shore sections; the square indicates the location of the SAR image shown in (e). Contours with 102 

numbers are isobaths (unit: m). 103 

Stratification on the continental slope/shelf off Angola varies seasonally [Kopte et al., 104 

2017]. These changes are found to be a consequence of 1) the semi-annual CTWs that are 105 

responsible for the upwelling and downwelling seasons, and 2) air-sea heat and freshwater fluxes 106 

and river run-off responsible for the presence of warm, low-salinity waters at the surface during 107 

March/April and November/December [Kopte et al., 2017]. Such changes in stratification on the 108 
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continental slope/shelf possibly affect the generation and propagation of ITs. Therefore, there are 109 

two main goals of our study: first, to explore the dependence of variations of ITs on the 110 

seasonally varying background stratification; second, to identify the role of mixing induced by 111 

ITs in the appearance of cross-shore SST gradients being largest during austral winter. With this, 112 

we aim to shed some light on the seasonal variability of biological productivity on the Angolan 113 

shelf. 114 

Tidal-frequency internal waves, generated by barotropic tidal flow over topographic 115 

obstacles in a stably stratified fluid, lead to local mixing near the generation site, both due to 116 

direct wave breaking (close to topography) and enhanced rates of interaction with other internal 117 

waves (e.g., MacKinnon et al. [2017]). The interaction between low-mode internal tides and 118 

large-amplitude topography, such as continental slopes, is strongly dependent on stratification 119 

and the steepness of the topography [Cacchione & Wunsch, 1974; Johnston & Merrifield, 2003; 120 

Legg & Adcroft, 2003; Venayagamoorthy & Fringer, 2006; Helfrich & Grimshaw, 2008; Hall et 121 

al., 2013; Legg, 2014; Mathur et al., 2014]. Hall et al. [2013] explored the reflection and 122 

transmission of incident low-mode internal tides and found the fraction of energy transmitted to 123 

the coast depends, apart from slope criticality, on the strength of the stratification on the 124 

continental shelf. For a comprehensive review of internal wave generation and propagation on 125 

the continental slope/shelf including several two-dimensional (2D) simulations for different 126 

topographies please refer to Lamb [2014]. Here, to study the IT on the Angolan shelf, a 3D ocean 127 

model that can simulate the generation and propagation of ITs is applied. We use the 128 

Massachusetts Institute of Technology General Circulation Model (MITgcm, Marshall et al. 129 

[1997]), which is able to simulate multi-scale processes and has been widely used in many fields 130 

of marine research. For example, Buijsman et al. [2014] compare 3D and 2D simulations to 131 

examine the double-ridge IT interference in Luzon Strait and find IT resonance in 3D 132 

simulations is several times stronger. Mohanty et al. [2017] adopt in-situ data collected during 133 

February 2012 to simulate ITs in the western Bay of Bengal and explore their energetic 134 

characteristics. Vlasenko et al. [2014] also use observational data to conduct simulations and 135 

investigate the 3D dynamics of ITs on the continental slope/shelf area of the Celtic Sea.  136 

The outline of our study is as follow: Section 2 introduces the setup of the numerical 137 

simulations and the measured data that are used to validate the model and to initialize its 138 

temperature and salinity fields. Section 3 first shows the model validation and the results of a 139 

high-resolution model run to analyze the generation and propagation of ITs on the shelf. Next, 140 

simulations initialized with temperature and salinity data from different months are conducted to 141 

investigate how the seasonal variation of IT energy and mixing depend on the seasonally varying 142 

stratification. In Section 4 results are discussed and conclusions are presented. 143 

2 Data and Methods 144 

2.1 Mooring data 145 

Two moorings S1 and S2 (Figure 1f) were deployed at the continental slope off Angola  146 

to measure the velocity from July 2013 to October 2015. Mooring S1, a bottom shield located at 147 

13.20°E, 10.70°S at 500-m depth, corresponding to the steepest part of the continental slope, was 148 

equipped with a 75-kHz Teledyne RDI’s Workhorse Long Ranger acoustic Doppler current 149 

profiler (ADCP) that sampled every 2.5 min. Mooring S2 was located at 13.00°E, 10.83°S at 150 

1200-m depth in a region of weak topographic slope and had another upward looking 75-kHz 151 
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Long Ranger ADCP installed at 500-m depth that sampled every hour. Both ADCPs acquired 152 

velocity data up to about 40-m depth below the sea surface. 153 

2.2 Measured temperature and salinity data 154 

The in-situ temperature/salinity data are a combination of shipboard and glider 155 

hydrographic water-column profiles taken between the 200- and 800-m isobaths and between 156 

11.50°S and 10.00°S [Tchipalanga et al., 2018]. There were 707 shipboard temperature/salinity 157 

profiles, among which 644 profiles were acquired within the EAF-Nansen program from 1991 to 158 

2015. Additionally, 52 profiles were extracted from the input data set for the MIMOC 159 

climatology [Schmidtko et al., 2013] and 11 profiles were collected during different R/V Meteor 160 

cruises [Mohrholz et al., 2001, 2008, 2014; Kopte et al., 2017]. To complement the dataset, 161 

hydrographic profiles from an autonomous Slocum glider (Teledyne Webb Research, Glider 162 

IFM03, deployment-ID: ifm03_depl12) were used, which sampled 364 temperature/salinity 163 

profiles at around 11.00°S from October to November 2015. These observed temperature/salinity 164 

data were horizontally averaged over the study area and interpolated to derive a mean daily 165 

climatology with a vertical resolution of 5 m in the upper 500 m below the sea surface [Kopte et 166 

al., 2017]. The daily data were temporally averaged to derive monthly fields that are used to 167 

initialize the simulations case 0-12 (introduced later) aimed at studying the seasonal variability. 168 

2.3 MITgcm model setup 169 

Figure 1f shows the model domain (11.7° - 13.9°E, 9.6° - 12.3°S) used for all 170 

simulations. The MITgcm uses finite volume methods and orthogonal curvilinear coordinates 171 

horizontally. It permits non-uniform vertical spacing and we use an enhanced vertical resolution 172 

(5 m) spanning the strongly stratified near-surface layers with coarser resolution (150 m) near the 173 

sea bottom.  174 

Initial conditions are no-flow and horizontally uniform stratification. Figures 2a and 2b 175 

show the observational temperature and salinity data of July and March. The calculated 176 

buoyancy frequency are shown in Figure 2c and 2d. The terrain data coming from the GEBCO 177 

dataset (General Bathymetric Chart of the Oceans, 178 

https://www.gebco.net/data_and_products/historical_data_sets/#gebco_2014) with a high 179 

resolution of 1/120°× 1/120° is employed after interpolated onto the model grid. The shallowest 180 

water depth in the study area is 1 m. Boundary conditions are no-slip at the bottom, no-stress at 181 

the surface and no buoyancy flux through the surface or the bottom. All simulations are forced 182 

by eight barotropic tides (K1, O1, P1, Q1, M2, S2, K2 and N2) from 15th to 30th July 2013 at 183 

open boundaries. The amplitudes and phases of these tides are extracted from the regional 184 

solution for Africa provided by the Oregon State University inverse barotropic tidal model 185 

(OTIS, http://people.oregonstate.edu/~erofeevs/Afr.html) [Egbert et al., 2002]. Furthermore, a 186 

sponge boundary treatment with a width of 50 grid points is imposed in which velocity, sea 187 

surface elevation, temperature and salinity are damped to the boundary values. For further details 188 

about the sponge layers see Zhang et al. [2011]. Note that the “whole domain” in the following 189 

refers to the domain excluding the sponge layers. 190 
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 191 

Figure 2. Initial vertical profiles of (a) temperature, (b) salinity and (c) buoyancy frequency in the study 192 

area for March (dotted lines) and July (solid lines); (d) buoyancy frequency derived from observations. 193 

Vertically-averaged observed and simulated velocities over 40-455 m depth at the mooring positions: 194 

alongshore velocity at (e) S1 and (g) S2 and cross-shore velocity at f) S1 and (h) S2 (see Figure 1f for the 195 

locations). Positive alongshore velocity is directed equatorward and positive cross-shore velocity is 196 

directed onshore (both rotated by -34° due to the local inclination of the coast). 197 

The MITgcm itself provides several vertical turbulence parameterization schemes. The 198 

KL10 scheme [Klymak & Legg, 2010] is designed to represent mixing in the “interior” ocean. 199 

However, it requires a very high resolution and is not recommended for simulating internal tides 200 

at the resolution we use. Here, we choose the KPP scheme [Large et al., 1994], which has also 201 

been successfully applied to the simulation of ITs (see examples in Dorostkar et al. [2017], Han 202 

& Eden [2019]). In the KPP scheme, mixing in the interior (below the surface mixed layer) 203 

consists of a background viscosity/diffusivity (assumed constant and representing unresolved 204 

processes) and a viscosity/diffusivity based on shear instability which is modeled as a function of 205 

the Richardson number (Ri)[Large et al., 1994]. By examining the vertical profile of Ri in the 206 

study area, we identified almost no boundary layer at the surface or the bottom in our 207 

simulations. For the horizontal mixing scheme, we select the Leith scheme [Leith, 1996] as 208 

suggested by Guo & Chen [2012]. The full form of Leith viscosity is used to provide enough 209 

viscous dissipation to damp vorticity and divergence at the grid scale. 210 

We use a latitude/longitude grid and conduct total 14 cases. Case 0 is designed to explore 211 

the generation and propagation of ITs and uses the July stratification (Figure 2a and 2b) as an 212 

initial condition. The horizontal resolution is approximately 250 m × 250 m, which is adequate 213 

for 3D simulations of the ITs in this area, although not sufficient to capture non-hydrostatic 214 

effects that are the basis for the generation of ISWs (e.g., Brandt et al. [1997], Apel [2003]). 215 
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Case 1 - 12, designed to explore the influence of seasonally varying stratification on the IT 216 

characteristics, correspond to 12 months employing 12 monthly initial temperature and salinity 217 

fields. To save on computational cost, the horizontal resolution of these 12 simulations is set to 218 

approximately 500 m × 500 m. The reduced resolution is found to be suitable to analyze ITs, 219 

which is tested by comparing the results of case 0 and case 7 as shown below. All simulations 220 

run for 15 days, which includes a spring tide and part of a neap tide. Note that the same tidal 221 

forcing is used for all the simulations to isolate the effect of the changing seasonal stratification 222 

on the model results. The interval of output is 1 hour and the data from the first three days is not 223 

included in the analysis. Apart from these 13 simulations, we also run a case (case 13) the same 224 

as case 0 but without tidal forcing to see how much influence the diffusion due to the 225 

background mixing of the KPP scheme has. To satisfy the Courant–Friedrichs–Lewy (CFL) 226 

condition, the time step is set to 5 s for cases 0/13 and 10 s for case 1-12. 227 

3 Results 228 

3.1 Model validation 229 

In a first step, the high-resolution case that is initialized using the July stratification (case 230 

0) is validated. Both simulated and observed velocities at the mooring locations are averaged 231 

over the depth range set by the observation limits (40 to 455 m) and compared over the same 232 

period (Figure 2e - 2h). For location S1, the model results are generally consistent with the 233 

moored velocity data, despite some longer-period variations superposed on the tidal currents in 234 

the observations. However, the cross-shore model velocity is a few hours ahead of that in the 235 

observations over the last three days. At station S2, there is a difference in the mean alongshore 236 

velocity of around 3.5 cm s-1 between model and observations, which likely corresponds to the 237 

presence of an alongshore current in the observations associated with the weak poleward Angola 238 

Current or intraseasonal and/or seasonal variability [Kopte et al., 2017] that are not related to 239 

tidal dynamics. For the cross-shore velocity, the simulated phase also leads that in the 240 

observations during the last few days. One possible reason for the differences between model 241 

and observations is that the topography (GEBCO) might not fully reflect the regional 242 

topography. For example, the measured water depths at S1 and S2 are 494 and 1227 m while in 243 

the simulation they are 441 m and 1184 m, respectively. 244 

We conducted harmonic analysis of both modelled and observed vertically-averaged 245 

velocity of station S1. Due to the limited temporal range in the model (from 18th to 30th July), 246 

only M2 and K1 tidal parameters are acquired (Table 1). The amplitude of M2 and K1 in 247 

observations and model agree well, with observed amplitudes being slightly larger. 248 

 249 

Table 1 Amplitude of M2 and K1 tidal current velocity at station S1  250 

Tide 

Velocity amplitude / cm s-1 

M2 K1 

Alongshore Cross-shore Alongshore Cross-shore 

Model 1.29 1.16 0.15 0.19 

Observation 1.48 1.39 0.24 0.29 

 251 

For comparison over the whole domain, we first contrast the simulated SST anomaly 252 

after 20 M2 tidal cycles (20T, hereafter a M2 tidal cycle is denoted by “T”) (Figure 3a) with 253 
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observed values (Figure 1d). Both the satellite data and our simulated results reveal lower SST 254 

showing some patchiness along the coast. We then calculate sea surface velocity divergence 255 

(SSVD) after 20T to locate the IT fronts [Zhang et al., 2011]. In the north square at around 256 

10.50°S (Figure 3b), the distance between two consecutive wave fronts is about 10 km (this can 257 

be more clearly seen in Figure 4a), which is about half that in the SAR image (Figure 1e). This is 258 

because the IT wavelength has a seasonality associated with seasonal variations of the 259 

stratification that will be discussed later. 260 

 261 

Figure 3. (a) SST anomaly and (b) SSVD after 20T. (c) SSVD variance over the last 2T. (d) Slope 262 

criticality for M2 tide. (e) Mean of the smallest 10% of the Richardson number and (f) mean of the largest 263 

10% of the diffusion coefficient for temperature at 10-m depth over the last 2T. All panels are results 264 

from case 0. Contours with numbers are isobaths (unit: m). Squares in (b) and (c) mark regions of 265 

enhanced SSVD signals and SSVD variance, respectively. 266 
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3.2 Generation and propagation of internal tides 267 

We calculate the slope criticality α to identify the generation sites. α is the ratio of the 268 

topographic slope to the internal wave characteristic slope, which is used to predict the behavior 269 

of incident waves approaching a topographic slope from offshore [Gilbert & Garrett 1989; Nash 270 

et al., 2004]: 271 

 
   

1 2
2 2 2 2

=
 

 

  
 

topo

wave

s H x

s f N
, (1) 

where H is the water depth, x the cross-slope distance, ω the angular frequency of the wave, f the 272 

inertial frequency and N the buoyancy frequency. α < 1, α = 1 and α > 1 respectively means 273 

subcritical, critical and supercritical topography. Upslope propagating incident waves are 274 

transmitted upslope into waves with shorter wavelength if α < 1 and are reflected back if α > 1 275 

[Lamb, 2014]. Nonlinear and/or viscous effects are enhanced when α ≈ 1 [Dauxois et al., 2004]. 276 

When barotropic tides propagate over a near-critical or supercritical slope, internal wave/tidal 277 

beams are produced due to the interactions between tides and topography [Shaw et al., 2009] and 278 

the conversion from barotropic energy to baroclinic energy is especially effective. In our 279 

simulations forced by barotropic tides, one may expect enhanced transfer of barotropic tidal 280 

energy to ITs near critical regions. As the hydrostatic approximation is adopted in our 281 

simulations, the term  2 2-N  in (1) is replaced by 
2N . We use 

2N  from the horizontally-282 

homogeneous initial field at the local water depth and the M2 tidal period to derive α for case 0 283 

(Figure 3d). The main critical and supercritical regions are between 200- and 500-m depth along 284 

the continental slope. In Figure 3b, the ITs are mainly on the shelf shallower than 400 m and the 285 

wave fronts are generally parallel to the isobaths. Therefore, the generation sites of the ITs are 286 

considered to be located along the isobaths of around 400 m. This will be further tested by 287 

evaluating the energetics of the ITs. 288 

By comparing the SST anomaly (SSTA) in Figure 3a with the SSVD in Figure 3b, it is 289 

evident that regions with higher SSTA correspond to regions with enhanced SSVD signals (the 290 

two squares in Figure 3b). Here, we regard the SSVD variance as a quantitative measure of 291 

internal tide activity and acquire it over the last 2T (Figure 3c), then we calculate the spatial 292 

correlation between the SSVD variance and SSTA to quantify their relation. According to Chen 293 

[2015], the Pearson’s correlation coefficient of spatial correlation comprises two parts: an 294 

indirect correlation dependent on the spatial contiguity and a direct correlation free of spatial 295 

distance. We follow the method of Chen [2015] and acquire the direct spatial correlation 296 

coefficient between the SSVD variance and SSTA, which is -0.75. Following Chen [2015], we 297 

obtain the goodness-of-fit for the regression analysis of spatial cross-correlation, R, with 298 

R(SSVD variance to SSTA) being 0.26 and R(SSTA to SSVD variance) being 0.59 representing 299 

the explained variance of one parameter by the other. We repeat this calculation for cases 1-12, 300 

and all direct spatial correlation coefficients are larger than 0.66, which implies a strong relation 301 

between IT activity and sea surface cooling. Furthermore, we analyzed the model’s Ri and the 302 

diffusion coefficient for temperature (diffusivity). For most of the horizontal grid points, the 303 

minimum/maximum value of Ri/diffusivity appears at 10-m depth. Figure 3e and 3f show the 304 

mean of the smallest 10% of Ri and the largest 10% of the diffusion coefficient at 10-m depth 305 

over the last 2T. The Ri/diffusivity is smaller/larger on the shelf than offshore regions. The direct 306 

spatial correlation coefficients between SSTA and Ri/diffusivity are 0.60 and -0.59 respectively. 307 
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As the KPP scheme includes a contribution to mixing based on Ri [Large et al., 1994], the 308 

results provide evidence that ITs locally cause mixing resulting in near-coastal sea surface 309 

cooling.  310 

We select several cross-shore sections indicated in Figure 1f to focus on emerging 311 

horizontal gradients as well as to explore the local variations of dynamic and hydrographic 312 

properties. Figure 4a shows baroclinic velocity and isotherms after 20T along section C1. Four 313 

locations with relatively high baroclinic velocity formed by the onshore propagating ITs are 314 

indicated by inverted triangles in Figure 4a. At these locations, the direction of baroclinic 315 

velocity near the sea surface and bottom is opposite to that in the mid layers. Consistently, the 316 

isotherms bend between the upper and the mid layers and between the mid and deeper layers, 317 

giving the impression of predominantly second baroclinic mode waves. The distances between 318 

two consecutive inverted triangles are 11.2, 9.7 and 7.2 km as they shoal from water depths of 319 

112 to 44 m.  320 

 321 
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Figure 4. (a) Cross-shore baroclinic velocity and (d) temperature anomaly along section C1 after 20T 322 

(case 0); contoured lines with numbers in (a) are isotherms (unit: °C). (b) Squared cross-shore velocity 323 

shear (SCVS) and (c) buoyancy frequency temporally-averaged over the last 2T. Overlaid black solid 324 

lines originating at the critical point (black dot) are primary M2 tidal beams allowing reflections at the 325 

surface and at the bottom. The dashed lines are secondary M2 tidal beams starting at another generation 326 

point further offshore. The inverted triangles indicating the location of high baroclinic velocity are 327 

discussed in the text. 328 

The topography is subcritical onshore of the critical point (α = 1) at 13.22°E (black dot in 329 

Figure 4a) and supercritical offshore of that point. We calculate M2 tidal beams [Holloway & 330 

Merrifield, 1999] emanating from this point (solid lines in Figure 4a emerging from the critical 331 

point) and allow reflection at the sea surface and bottom. Note that the stratification used in the 332 

calculation is averaged over the last 2T, thus the stratification varies horizontally. Baroclinic 333 

velocity is enhanced along the upward beam emitted from the critical point, which suggests that 334 

when the barotropic tide arrives in the vicinity of the critical point, barotropic energy is 335 

converted into baroclinic energy effectively, resulting in the generation of ITs. In addition to the 336 

primary beam, a secondary beam (dashed lines in Figure 4a) comes from a farther offshore 337 

generation site. Along this beam the baroclinic velocity is also strengthened. As the ITs 338 

propagate onshore, vertical shear of horizontal velocity increases. The squared cross-shore 339 

velocity shear temporally-averaged over the last 2T is shown in Figure 4b. Higher values near 340 

the coast results in smaller Ri and larger temperature diffusion (Figure 3e and 3f). Locally, 341 

stratification becomes weaker and the pycnocline broadens (Figure 4c). In the initial profile of 342 

the buoyancy frequency, the maximum value 1.86 ×10-2 s-1  appears at 22.5-m depth. At that 343 

depth, the temporally-averaged buoyancy frequency over the last 2T is reduced to 1.51×10-2 s-1 at 344 

13.53°E (water depth 24 m) while it remains 1.84 ×10-2 s-1 at 13.20°E (water depth 289 m). 345 

Consequences of mixing are also seen from the change of temperature. Figure 4d shows the 346 

temperature anomaly after 20T relative to its initial value. Water becomes colder near the sea 347 

surface (about 0 - 20 m depth depending on the location) while it becomes warmer below (about 348 

25 - 45 m depth). The near-surface cooling is enhanced closer to the coast where SSTs decrease 349 

by more than 1°C. 350 

3.3 Seasonal variability of internal tides 351 

The spatially-averaged stratification varies significantly from austral winter to austral 352 

summer (Figure 2d). During austral winter, the pycnocline is weak and shallow. The maximum 353 

buoyancy frequency is less than 1.8×10-2 s-1 in July. The strongest stratification is present during 354 

March when the buoyancy frequency can reach 3.4×10-2 s-1. We select March (case 3) and July 355 

(case 7) as extreme months to compare their results. 356 

Before comparing, it is necessary to validate our choice of a reduced resolution by 357 

comparing the results of case 0 and case 7. The only difference between them is the horizontal 358 

resolution and the time step (Section 2.3). The spatial distributions of the SSVD variance are 359 

very similar (Figures 3c and 5a). We use the same squares to mark the regions with enhanced 360 

SSVD variance in Figure 3c and 5a. The spatially-averaged SSVD variance over the north/south 361 

squares of case 0 are 3.18 × 10-9 s-2 and 1.92 ×10-9 s-2 , while in case 7 they are 2.89 × 10-9 s-2 362 

and 1.76 × 10-9 s-2, respectively. Larger values in case 0 are a direct consequence of its higher 363 

resolution (due to better resolved internal waves, bathymetry and less numerical dissipation). We 364 

conclude, also by comparing Figure 4 with the left column of Figure 6, that the resolution 365 



manuscript submitted to JGR: Oceans 

 

reduction does not significantly change the results and, in particular, it should not affect the 366 

comparisons among cases 1 - 12. 367 

 368 

Figure 5. (a) – (b) SSVD variance over the last 2T. (c) – (d) Slope criticality. (e) – (f) Energy generation 369 

(contoured) and energy flux (black arrows) of the eight tides. (g) – (h) Energy dissipation of the eight 370 

tides. Contours with numbers are isobaths (unit: m). Squares in (a) and (b) mark regions of enhanced 371 

SSVD variance. 372 

The distribution of α of case 7 and 3 are shown in Figures 5c and 5d. The main 373 

generation site is along the 400-m isobath at the continental slope in both cases. However, in 374 

March the supercritical region is slightly enlarged. Additionally, some small supercritical regions 375 

in water depths shallower than 100 m appear that are not present in July. For the deep basin, the 376 

distribution of α for the two months appear to be very similar, which is due to the vertical 377 

distribution of buoyancy frequency in deep layers being very similar. Overall, the difference in 378 

slope criticality is small throughout the year, which is also seen from the spatially-averaged 379 

value (see below). The two regions of enhanced SSVD variance in March (Figure 5b, marked by 380 

two squares) differ from those in July (Figure 5a). Both of them are limited to shallower depths 381 

(shallower than 50 m) and the northern one is 0.5° farther north (around 10.10°S) while the 382 

southern one shifts 0.2° southward (around 11.50°S). Then we select a typical snapshot of 383 

baroclinic velocity along section C1 (Figures 6a and 6b). To focus on near-surface variability, 384 

velocity and isotherms are only shown in the upper 150 m. The wavelengths of ITs are 385 

substantially larger in March, which can be seen by the larger distances between two consecutive 386 

locations of high baroclinic velocity (marked by two inverted triangles in Figure 6b). Note that 387 

the simulated wavelength in March is more consistent with the SAR image (Figure 1e) that is 388 
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taken in January than the wavelength in July. In March the amplitudes of baroclinic velocities 389 

and isotherm displacements are smaller. The vertical structure of the baroclinic current in March 390 

differs from that in July, as it changes direction with depth more than twice from surface to 391 

bottom with the isotherms also correspondingly changing curvature. This suggests a dominance 392 

of higher baroclinic modes in March forming a well-developed IT beam reflecting at the surface 393 

and at the bottom, while in July second baroclinic mode waves dominate on the shelf. Moreover, 394 

the occurrence of M2 tidal beams is also different. The second beam is much weaker in March 395 

and hard to identify in the vertical distribution of baroclinic currents while in July two beams can 396 

be clearly identified. The temporally-averaged squared cross-shore velocity shear (Figures 6c 397 

and 6d) on the shelf is elevated in July. In accordance with the chosen KPP mixing scheme, the 398 

enhanced velocity shear and reduced stratification results in stronger mixing in July, thus having 399 

larger impact on the initial hydrographic fields. The buoyancy frequency reaches its maximum at 400 

22.5-m depth in the initial profile in both July (1.86 × 10-2 s-1) and March (3.40 × 10-2 s-1). At 401 

that depth, in the last 2T, the maximum temporally-averaged buoyancy frequency at 13.55°E 402 

(water depth 23 m) decreases to 1.53 × 10-2 s-1 in July and 3.2 × 10-2 s-1 in March, corresponding 403 

to a decrease of 16 % and 6 % relative to the initial values (Figures 6e and 6f), respectively. 404 

Also, compared to the initial values (20.18 °C in July and 26.56 °C in March), temperature near 405 

the surface decreases by up to 0.96 °C in July and 0.87 °C in March (Figures 6g and 6h). 406 
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 407 

Figure 6. (a) – (b) Cross-shore baroclinic velocity and (g) – (h) temperature anomaly along section C1 408 

after 20T; contoured lines with numbers mark isotherms (unit: °C). (c) – (d) Squared cross-shore velocity 409 

shear and (e) – (f) buoyancy frequency temporally-averaged over last 2T. Overlaid solid and dashed lines 410 

are different M2 tidal beams. The inverted triangles indicate locations of high baroclinic velocity. 411 

3.4 Internal tide energetics 412 

We calculate several parameters of the IT energy budget. At each grid point, the 413 

conversion rate from barotropic to baroclinic tides (i.e. internal wave energy generation, 414 
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hereafter called “energy generation”) C for a specific tidal frequency θ is [Niwa & Hibiya, 2004; 415 

Buijsman et al., 2012, 2014]: 416 
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1
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where  ' , p H t  is the pressure perturbation at the bottom, -H, and btw  the vertical 417 

component of barotropic tidal flow. T  is usually a multiple of the tidal period and here we 418 

choose 10T around spring tide. The pressure perturbation is the instantaneous pressure  ,p z t  419 

(calculated from the instantaneous salinity and temperature) minus the temporally-averaged 420 

pressure  p z  and the temporally-varying pressure  0p t : 421 
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where η is the instantaneous sea surface elevation. The bottom boundary condition is 423 

    ,    bt btw H t Hu , (5) 

where btu  is the horizontal barotropic velocity vector. The vertically-integrated baroclinic 424 

energy flux F is given by 425 
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where  ' ,z tu  is the horizontal velocity perturbation calculated as the instantaneous horizontal 426 

velocity  ,z tu  minus the temporally-averaged velocity  zu  and the temporally-varying 427 

barotropic velocity   0 tu :  428 

        0' , ,   z t z t z tu u u u . (7) 

Note that all variables above vary horizontally. Figures 5e and 5f show the distributions 429 

of energy generation and vertically-integrated energy flux for the eight tides. High energy 430 

generation is mainly found along the 400-m isobath, both for July and March. However, there are 431 

spatial differences. Although the area of high energy generation at around 10.35°S in March is 432 

more extended than the one at about 10.55°S in July, most of the energy generated there in 433 

March propagates offshore rather than onshore. By contrast, the percentage of the energy 434 

propagating onshore is higher in July. That might explain why there are stronger SSVD signals at 435 

about 10.60°S (the northern square in Figure 5a) in July than in March. Nevertheless, there is not 436 

always a correspondence between enhanced energy flux and SSVD signals. For example, a large 437 

part of energy at around 10.44°S propagates offshore in March (Figure 5f) but there is no 438 

obvious SSVD in this region (Figure 5b). One likely reason is smaller wave amplitudes and 439 

longer wavelengths which result in weaker SSVD fields in areas with larger depth compared to 440 

areas on the shelf. 441 
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Next we calculate the energy dissipation. In steady state with ITs comprised of nearly 442 

sinusoidal waves, the energy budget can be written as [Nash et al., 2005; Kelly & Nash, 2010]: 443 

   C DF , (8) 

where D represents all processes removing energy from the ITs [Alford et al., 2015], including 444 

dissipation and transfer of energy to higher-frequency waves. In our simulations, energy 445 

transferred to small scales by nonlinearity is dissipated rather than balanced by dispersion due to 446 

the coarse resolution, and D approximately represents local dissipation of IT energy. 447 

Mathematically, the dissipation term D is calculated as the energy generation minus the 448 

divergence of energy flux and thus includes all other terms not accounted for in the simplified 449 

energy budget. We calculate D for the two cases (Figures 5g and 5h) and find that the 450 

distributions show high spatial variability. In July relatively high values are found at around 451 

10.60°S near the generation sites while in March they are more concentrated at about 10.40°S in 452 

depths greater than 1000 m. 453 

We now consider seasonal variations of IT energy. The vertically-integrated seasonal 454 

energy flux along section C1 is calculated (Figure 7a) and the critical/supercritical points (α > 1) 455 

are marked for each month (black dots). Generally, one may expect that energy is generated near 456 

the critical/supercritical region and propagate away in two opposite directions. However, except 457 

for June and July, the energy flux is towards the coast in the area with a water depth larger than 458 

400 m (the main generation sites). This behavior is quite unusual regarding the whole domain 459 

(Figure 5e and 5f). Therefore, we select two other cross-shore sections C2 and C3 (Figure 1f; C3 460 

is 10 km north of C1) to compare the results (Figures 7b and 7c). The seasonal cycle of energy 461 

flux differs substantially from section to section: for section C2 maximum flux divergence at the 462 

shelf break is in February/March and October/November; for section C3 the maximum occurs in 463 

June to September. These differences indicate high spatial variability in the seasonal energy flux 464 

distribution. 465 
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 466 

Figure 7. Seasonal vertically-integrated onshore energy flux along section (a) C1, (b) C2 and (c) C3; 467 

black dots are supercritical points along the sections. Positive values indicate energy flux in onshore 468 

direction. (d) Seasonal spatially-averaged vertically-integrated onshore energy flux as a function of 469 

relative number of grid points. Black dashed lines with numbers are isobaths (unit: m). 470 

Next, we calculate the onshore energy flux for the whole domain. For every grid point we 471 

determine the shortest distance to the coast. The corresponding direction is regarded as the 472 

onshore direction. If there is the same shortest distance to different grid points at the coast, we 473 

use the average direction. Meanwhile, we classify each grid point in the whole domain according 474 

to its water depth and divide the number of grid points shallower than a certain depth by the total 475 

number of grid points (not including land grid points). In this way, the relative number of grid 476 

points is 0 at the coast and 1 at the deepest grid point. The onshore energy flux as a function of 477 

months and the relative number of grid points is shown in Figure 7d (note that the right side 478 

corresponds to the coast). Although the flux shows strong seasonal variability for a certain cross-479 

shore section, the spatially-averaged flux over the whole domain changes only weakly 480 

throughout the year. 481 
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 482 

Figure 8. Seasonal anomaly of the spatially-averaged energy (a) generation and (b) dissipation. (c) 483 

Seasonal spatially-averaged slope criticality. (d) Temporally-averaged energy generation and dissipation 484 

over the whole year. Dashed lines with numbers are isobaths (unit: m). 485 

Therefore, we calculate the seasonal energy generation anomaly (value of each month 486 

minus the temporally-averaged value over the whole year), dissipation anomaly and slope 487 

criticality as functions of the relative number of the grid points (Figures 8a-c). The temporally-488 

averaged values of energy generation and dissipation are shown in Figure 8d. Energy generation 489 

mostly occurs in water depths between 200 and 500 m for all months and its seasonal variability 490 

mainly appears in regions shallower than 1000-m depth, which reflects that generation sites lie 491 

approximately along the 400 m isobaths. Both the maximum and minimum values appear in 492 

austral winter but total energy generation between 100 - 1000 m does not vary significantly over 493 

the year. During austral winter, the depth range of enhanced values of generation (larger than 6 × 494 

104 W m-2) is narrower (around 300 to 500 m), which suggests that energy generation is more 495 

spatially-confined. For the whole domain, the seasonal variations of energy generation is small 496 

compared to the temporally-averaged values (cf. Figures 8a and 8d). Existing seasonal variations 497 

in the energy generation (Figure 8a) are due to the seasonally varying stratification associated 498 

with the initial temperature and salinity fields taken from observations that result in slightly 499 

varying supercritical/critical regions (Figure 8c). 500 

Energy dissipation is more uniform over all depth ranges than energy generation. The 501 

highest temporally-averaged value appears between 0 and 50 m (Figure 8d), a region that shows 502 

particularly weak seasonality (Figure 8b). A strong seasonal cycle of dissipation is found for 503 

areas with water depths between 50 and 100 m as well as between 100 and 1000 m. While in the 504 

shallower depth range maximum dissipation is found during February/March and 505 
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October/November, for the deeper depth range maximum dissipation appears during June-506 

August. 507 

4 Discussion and conclusions 508 

Tidally-generated internal waves play an important role in providing energy for turbulent 509 

mixing in the ocean [Munk & Wunsch, 1998]. On the Angolan shelf, mixing processes related to 510 

ITs are thought to represent a vital controlling factor for biological productivity [Ostrowski et al., 511 

2009] and water mass properties [Tchipalanga et al., 2018]. The results of case 0, a high-512 

resolution simulation for July, are used to study the generation of IT, its onshore propagation and 513 

its impact on mixing and water mass properties. The main generation sites of ITs on the shelf are 514 

along the continental slope between the 200 and 500 m isobaths. During austral winter, the 515 

distance between two consecutive fronts is about 10 km along section C1 (Figure 4a). Enhanced 516 

baroclinic velocities along tidal beams suggests the appearance of ITs on the shelf and are the 517 

result of the interaction of the barotropic tide with critical/supercritical topography [Lamb, 2014]. 518 

Beside the primary M2 IT beam originating at the upper critical point of the main supercritical 519 

region at the continental slope, a secondary M2 tidal beam is identified along section C1 (Figure 520 

4a) originating farther offshore. It modulates the vertical structure of the baroclinic current and 521 

likely contributes to the formation of the second-mode ITs. As the ITs propagate onshore, the 522 

cross-shore velocity shear increases (Figure 4b), which results in enhanced near-coastal mixing. 523 

Consistently, the temperature/density is decreased/increased in a near-surface layer and 524 

increased/decreased beneath it with the temperature/density anomalies increasing toward the 525 

coast. Note that if there were no tidal forcing, the waters at the surface would cool less in near-526 

coastal regions than in regions far from the coast over time due to spatially-uniform vertical 527 

mixing of the horizontally-homogeneous initial temperature profile [Davidson et al., 1998]. To 528 

verify that the model background diffusion can be indeed neglected against tidal mixing, we 529 

examine the temperature anomaly after a period of 20T on the westward extended section C1 530 

(west to 11.5 °E) of case 13, a model run without tidal forcing. Changes in temperature are less 531 

than 0.03 °C in the whole domain with maxima in temperature anomaly profiles being smaller 532 

near the coast (not shown). This implies that the background diffusion in our simulations is not a 533 

significant contributor to the stratification changes of cases 0-12. The stronger cooling of SST 534 

near the coast in our simulation is thus a consequence of the ITs.  535 

As mentioned above, the high productivity during austral winter is not supported by 536 

upwelling due to upwelling-favouring, equatorward winds, which are in their weakest phase 537 

during that period. Here, we have explored the possibility that seasonal stratification variations 538 

impact IT activity representing a mechanism that supports seasonal variability in near-coastal 539 

SST anomalies and primary productivity. The total energy generation at the main generation site 540 

differs only slightly between July and March (Figure 8a), which suggests the seasonal variability 541 

of energy generation is weak. The energy dissipation and onshore flux show seasonal variability 542 

with high spatial variability in the whole domain (Figures 5e-h) but the spatially-averaged 543 

onshore energy flux is only slightly enhanced in austral winter representing a period of weaker 544 

stratification (Figure 7d). Hall et al. [2013], based on 2D continental slope/shelf simulations, 545 

found that stronger stratification on the shelf favors onshore energy flux, while for weaker 546 

stratification the energy flux is substantially reduced. In their weak stratification case the 547 

pycnocline is at the depth of the critical slope at around 600-m depth with very weak or no 548 

stratification on the shelf. However, on the Angolan shelf, the pycnocline is always shallower 549 

than 40 m and the main IT activity occurs shallower than 200 m. In fact, even the relatively weak 550 
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stratification in austral winter is still strong enough to be favorable for M2 tidal energy 551 

transmission onto the Angolan shelf (Figure 2d). However, in terms of the energy budget, our 552 

results show only a weak seasonality in the spatially-averaged energy generation at the 553 

continental slope, energy flux onto the shelf and dissipation near the coast. Nevertheless, some 554 

IT characteristics show seasonal variability: the SSVD shows stronger signals along the shelf in 555 

July compared to March (Figure 5a and 5b) which is generally consistent with the observations 556 

of Ostrowski et al. [2009] that ITs/internal waves are more coherent and have larger amplitudes 557 

in austral winter compared to austral summer. 558 

To address the identified seasonality in changes of hydrographic properties, we calculate 559 

the potential energy (PE) change (i.e. the PE at the end of the model runs minus the initial PE) as 560 

an integral measure of mixing occurring during the model runs. For each water column, the PE 561 

is: 562 

  PE= ,
d

z t gzdz



 , (9) 

where  ,z t  is the density, g the gravitational acceleration and d a predefined depth no 563 

more than the local water depth. The initial PE is computed from the initial fields for each case 564 

(see Section 2.2) that are derived from observations. Although the observed seasonal 565 

stratification used in the simulations is modulated by tidal mixing, this effect should be small as 566 

the observed data used to derive the climatology are from hydrographic water-column profiles 567 

taken between the 200- and 800-m isobaths, while the strongest simulated tidal mixing occurs in 568 

regions shallower than 50-m water depth. The PE at the end of the model runs is a temporally-569 

averaged value over the last 2T of each case. Figure 9a shows the PE change over the whole 570 

water column and over the upper 20 m temporally averaged over all months (cases 1-12). The PE 571 

change over the whole water column is large in the area of the upper continental slope and shelf. 572 

It shows a narrow local maximum at about 400-m depth which corresponds to the region where 573 

the slope is critical/supercritical for all months. When looking at PE change over the upper 20 m, 574 

it becomes evident that most of the PE change occurs away from the surface layer. It shows a 575 

maximum close to the coast in water depths shallower than 50 m, which is very much in 576 

accordance with the SST anomaly also temporally averaged over all months (cases 1-12) 577 

revealing enhanced values in water depths shallower than 50 m as well, with the maximum 578 

anomaly at the coast (Figure 9a). The simulated mean difference between SST anomaly at the 579 

coast and further offshore is about 0.4 °C defining a near-coastal cross-shore SST gradient that is 580 

established due to IT mixing (Figure 9a).  581 

The seasonal cycle of the PE change over the whole water column on the shelf (0-200 m 582 

depth) is characterized by a maximum PE change in July (main upwelling season during austral 583 

winter) with a secondary maximum in December/January (secondary upwelling season). (Figure 584 

9b) Minima occur in March (main downwelling season) and November (secondary downwelling 585 

season). The maximum in austral winter is presumably because the greater baroclinic velocity 586 

shear (Figure 6c and 6d) in combination with weaker stratification (Figure 6e and 6f) leads to 587 

lower Richardson numbers and enhanced mixing according to the applied KPP scheme. The PE 588 

change at the location of critical/supercritical slope at about 400-m depth (IT generation sites) is 589 

characterized instead by a weak seasonal cycle (Figure 9b), which is in agreement with a 590 

permanent criticality of the continental slope (Figure 8c) associated with the weaker seasonal 591 

cycle of the stratification at that depth (Figure 2d). As the spatially-averaged energy generation 592 
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shows weak seasonal variations, the amount of energy on the shelf available for mixing is similar 593 

throughout the year. 594 

The seasonal cycle of the SST anomaly is in general agreement with the seasonal cycle of 595 

the PE change over the upper 20 m (Figure 9c). Strongest cooling in water depths shallower than 596 

50 m is found in July (austral winter) in correspondence to the period of strongest PE change. 597 

Almost similar strong cooling of the near coastal waters are found during the secondary 598 

upwelling season in December/January and weakest cooling in March and October/November 599 

representing the main and secondary downwelling seasons, respectively. The peak-to-trough 600 

amplitude of the seasonal cycle of the near coastal SST anomaly is about 0.4 °C. Further 601 

offshore (50-400 m depth), there is a similar seasonal cycle in PE change and SST anomaly, but 602 

with smaller amplitude (about 0.2 °C for SST anomaly). 603 

Overall, the background stratification shows a substantial seasonal variability (Figure 2d), 604 

which results in a seasonality of some IT characterstics (Figure 6). However, it represents the 605 

preconditioning for the mixing on the shelf and is the reason, in our simulations, for the seasonal 606 

cycle of the spatially-averaged PE change in the upper ocean on the shelf. The weaker 607 

stratification that eventually cause stronger mixing on the shelf and particularly near the coast 608 

results in stronger near-coastal SST anomalies and thus in enhanced cross-shore SST gradients in 609 

the main and secondary upwelling seasons compared to the main and secondary downwelling 610 

seasons characterized by stronger stratification. 611 
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 612 

Figure 9. (a) Annual mean PE change over the whole water column (black solid line, left axis) and over 613 

the upper 20 m (black dashed  line, left axis) and annual mean SST anomaly (blue solid line, right axis). 614 

Note that the black solid and dashed lines are identical for water depths shallower than 20 m. Vertical 615 

black dashed lines with numbers are isobaths (unit: m). (b) PE change over the whole water column as 616 

function of month of the year averaged in the area with water depths shallower than 200 m (solid line) 617 

and at the depth of maximum PE change over the whole water column at a water depth about 400 m 618 

(region of critical/supercritical slope). (c) PE change over the upper 20 m (black, left axis) and SST 619 

anomaly (blue, right axis) as function of month of the year averaged in the area 0-50 m water depth (solid 620 

lines) and 50-400 m water depth (dashed lines). 621 

It is concluded that with about the same amount of IT energy available on the shelf 622 

throughout the year, the water column can be much more effectively mixed during months with a 623 

weak stratification, e.g., during July, compared to months with a strong stratification, e.g., during 624 

March. The strongest near-surface mixing occurs thereby always close to the coast in water 625 

depths shallower than 50 m resulting in colder SST anomalies along the coast being most 626 

pronounced during austral winter. 627 
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Since the availability of satellite retrievals of winds, SST and chlorophyll, it has became 628 

evident that in tropical upwelling regions equatorward of about the 20° circle of latitude, the 629 

seasonal variability of surface productivity and cross-shore SST gradients are often in opposition 630 

with the seasonal variability of alongshore wind stress (e.g. Thomas et al. [2001]). For example, 631 

the tropical eastern boundary upwelling system off Peru (6°-18°S) shows a seasonal maximum of 632 

chlorophyll and cross-shore temperature gradient during austral summer, when the alongshore 633 

winds reach a seasonal minimum [Echevin et al., 2008]. It is possible that the interplay between 634 

ITs and the seasonal cycle of stratification also contributes to the seasonality of near-coastal 635 

cooling and upward nutrient flux in other tropical upwelling regions.  636 

Our work provides a preliminary framework for understanding the 3D generation and 637 

propagation of ITs and their seasonal variations on the Angolan shelf. Yet there are still relevant 638 

processes that need to be addressed in future work. For example, our limited model resolution 639 

does not allow for nonhydrostatic short internal waves to develop. These nonlinear ISWs, which 640 

are suggested to vary seasonally along the Angolan shelf [Ostrowski et al., 2009], are missing in 641 

our simulations. They develop from the disintegration of ITs [Lamb et al., 2004; Apel, 2003] and 642 

may affect surface cooling and nutrient supply to the euphotic zone by the formation of wave-643 

driven overturning circulations or by elevated velocity shear and wave breaking [Vlasenko and 644 

Hutter, 2002; Zhang et al., 2015]. Resolving ISWs would likely not significantly impact the total 645 

energy dissipation on the shelf [Lamb, 2014], but it could affect the distribution of the dissipation 646 

both horizontally and vertically. However, ISW simulations would require a horizontal 647 

resolution of few meters, which cannot be achieved in the current 3D model framework, and 2D 648 

simulations are likely a better option to address the potential role of ISWs in the upward nutrient 649 

supply on the Angolan shelf. On the other hand, observational efforts of mixing parameters in 650 

the Angolan upwelling region are urgently required to validate our model results. Measurements 651 

by microstructure shear sensors that can be used to estimate the dissipation rate of turbulent 652 

kinetic energy and turbulent eddy diffusifities are now possible for periods of up to one month 653 

using autonomous observatories (e.g. Merkelbach et al. [2019]). From such data sets, the 654 

variability of mixing parameters and associated vertical turbulent heat and nutrient fluxes in the 655 

upwelling region could be determined(see Schafstall et al. [2010]). Furthermore, these data sets 656 

could also yield further insight into the validity of our model approach, i.e. the neglection of 657 

higher-resolution non-hydrostatic effects, and the appropriateness of the applied KPP mixing 658 

scheme.  659 

Of course, the realism of our 3D simulations could be improved by the inclusion of wind, 660 

buoyancy forcing, a realistic boundary circulation and CTWs, which would make it possible to 661 

study the variability of IT mixing during specific climatic events such as Benguela Niños and 662 

Niñas. Indeed, as the resolution of 3D circulation models improve, our results suggest that 663 

including tides explicitly (or improved parameterizations of tidal mixing) in such models could 664 

lead to significant improvement in their overall performance. 665 
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