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Abstract The application of absolutely calibrated piezoelectric (PZT) sen-

sors is increasingly used to help interpret the information carried by radiated

elastic waves in nondestructive evaluation and laboratory/in situ seismology.

In this paper, we present the methodology based on the finite element method

(FEM) to characterize PZT sensors. The FEM-based modelling tool is used to

numerically compute the true Green’s function between a ball impact source
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and an array of PZT sensors to map active source to theoretical ground motion.

Physical-based boundary conditions are adopted to better constrain the prob-

lem of elastic wave propagation, reflection and transmission in/on the elastic

medium. The modelling methodology is first validated against the reference

approach (generalized ray theory) and is then extended down to 1 kHz where

elastic wave reflection and transmission along different types of boundaries are

explored. We find the Green’s functions calculated using physical-based bound-

aries have distinct differences between commonly employed idealized boundary

conditions, especially around the anti-resonant and resonant frequencies. Un-

like traditional methods that use singular ball drops, we find that each ball

drop is only partially reliable over specific frequency bands. We demonstrate,

by adding spectral constraints, that the individual instrumental responses are

accurately cropped and linked together over 1 kHz to 1 MHz after which they

overlap with little amplitude shift. This study finds that ball impacts with a

broad range of diameters as well as the corresponding valid frequency band-

width, are necessary to characterize broadband PZT sensors from 1 kHz to 1

MHz. This work bridges the gap between microcrack/damage mechanics and

laboratory/in situ acoustic emissions (AEs) by unraveling sources in terms of

the physics that generates AE signals.

Keywords Acoustic emission · piezoelectric sensor · absolute calibration ·

Green’ function · Hertzian impact · spectral deconvolution
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1 Introduction1

As brittle materials are subjected to external stress in a laboratory setting,2

localized and rapid inelastic deformation events occur that are associated with3

the growth or appearance of small defects at the grain-scale (from microns to4

millimeters), which can generate acoustic emissions (AEs) [1–3]. These emis-5

sions can cause high-frequency vibrations, at frequencies ranging from tens6

of kHz to several MHz, and are recorded by piezoelectric (PZT) sensors at7

known locations. In the last decade, great effort has been made to improve the8

understanding of laboratory-generated AEs in a quantitative manner [4–9].9

Meanwhile, to help manage the induced seismic risk in geoEnergy applica-10

tions at the decameter scale [10], fracture-induced stress waves at frequencies11

ranging from hundreds of Hz to tens of kHz, referred as in situ AE, are also12

quantitatively studied by local down borehole networks of calibrated PZT sen-13

sors [11–15, among others]. These studies differ from previous AE studies, in14

that they characterized the absolute mechanical energy released by fracturing15

processes due to the radiated waves in the stressed solids instead of the tradi-16

tional parametric analysis of the voltage measured by PZT sensors [16, 17].17

Recent advances in both laboratory and in situ AE monitoring during18

fracturing experiments has greatly improved our understanding of microcrack19

mechanisms over broadband ranges of source dimension (microns to meters)20

and frequency (hundreds of Hz to several MHz). Prior to exploring such seis-21

mic characteristics, it is essential to absolutely characterize or calibrate the22

PZT sensors utilized in both in situ and laboratory applications so that the23
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information conveyed via the ground motions can be interpreted from the24

measured voltages [2, 18–20].25

Green’s functions, used to map active source to theoretical ground mo-26

tion, are vitally important for PZT sensor characterization. Researcher [21]27

investigated Elastic stress wave propagation within a semi-infinite homoge-28

neous and isotropic elastic plate, which was first solved [22] and known as29

“Lamb’s problem”. More specifically, Lamb’s problem focuses on calculating30

the elastic disturbance caused by stress waves due to a point force in/on a31

half space. To find the solution of Lamb’s problem (or “Green’s function”),32

researchers numerically solved Lamb’s problem starting from generalized ray33

theory [21, 23–25].34

Two main concerns limit the application of the generalized ray theory to35

calculate Green’s functions. First, the corner frequency of amplitude spectra36

of AE events could be as low as to 1 kHz [15]. To model this, we require37

the spectra of Green’s functions down to 1 kHz to calibrate PZT sensors of38

the same frequency band. This requires large computational loads to obtain39

the huge number of possible ray paths of Green’s functions. Second, sample40

finiteness makes the semi-infinite conditions associated with Lamb’s problem41

unrealistic for laboratory investigations and, therefore, the ray paths of side42

reflections from a finite elastic plate are non-negligible.43

The finite element method (FEM) based numerical method is an alternative44

approach to obtain the Green’s function (NGF) with regard to elastodynamic45

wave propagation [26–28] where more realistic boundary conditions, similar46
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to that of an experimental configuration, can be modelled. Few researchers47

[29–31] performed FEM analysis with idealized or simplified boundary condi-48

tions to study the instrumental response of PZT sensors utilized in laboratory49

experiments. They obtained the ground motion down to 1 kHz at the location50

of receivers created by ball impacts of various sizes on the top surface of an51

elastic plate. Their approach by using conventional FEM codes and fine grids,52

however, requires huge computational costs to obtain relatively flat amplitude53

spectra of NGFs from 1 kHz to 1 MHz where the specified spectra resolution54

needs to be satisfied.55

In this study, we used a state-of-art FEM-based solver to numerically cal-56

culating true Green’s functions between 1 kHz to 1 MHz excited by a unit57

step force-time function. To improve the computational efficiency, we perform58

FEM modelings using a fine grid to compute Green’s functions of high fre-59

quency, and using a coarse grid to obtain Green’s funtions of low frequency.60

In course of modeling the low-frequency ground motions from 1 kHz to 10061

kHz, physical-based boundary conditions are utilized in the FEM modeling62

to mimic the realistic experiments: elastic stress wave propagation, reflection63

and transmission in/on an elastic medium. The NGFs of a group of source-64

receiver pairs from 1 kHz to 1 MHz are obtained and then the corresponding65

displacement at the location of the receivers is derived.66

We performed ball impact tests over a range of diameters and used PZT67

sensors to measure the vibration in terms of voltage signal. Our analysis char-68

acterizes the broadband instrumental responses through accurately cropping69
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(primary, secondary and tertiary) and linking (primary and secondary) a70

group of segmented instrument responses over valid frequency bands in line71

with the accuracy of FEM solutions and quality of experimental data. More-72

over, we extend the instrumental response analysis from a single sensor to73

an array of PZT sensors at take-off angles taking account into their unique74

source-receiver characteristics.75

2 Theoretical background and experimental setup76

2.1 Instrumental response of PZT sensor77

Fig. 1 shows six concepts from a source to the output voltage that are used78

in our analysis: (1 ) active source, (2 ) Green’s function, (3 ) theoretical dis-79

placement, (4 ) instrumental response, (5 ) amplification and bandpass and80

(6 ) voltage signal. An active source is used to produce a rapid transient force81

fj(ξ, τ) in the j direction at point ξ and delayed time τ on the top surface of82

medium (Ω). Elastic waves propagate through the medium and the theoreti-83

cal displacement is represented as uk(x, t) in the k direction throughout the84

medium (Ω) at any location x and time t.85

Since elastic wave propagation has linear time-invariant characteristics and86

due to the spatial reciprocity of the representation theorem [32], uk(x, t) can87

be expressed as88

uk(x, t) = gkj(x, t; ξ, τ) ∗ fj(ξ, τ), (1)
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Fig. 1 Schematic drawing of concepts to illustrate the operation principle of PZT sensor
that link the active source to generated voltage signals measured using a data acquisition
system.

where * denotes the convolution operator, gkj(x, t; ξ, τ) denotes the Green’s89

function between the location of the source and receivers. Note that the as-90

sumption of point representation at the contact region of both the active source91

and PZT sensor is used, which is not exactly true due to finite area of the active92

source and the aperture area of the PZT sensors. This effect can be minimized93

by using a ball impact source and a conical-frustum PZT crystal with minimal94

contact area; this is discussed further in Section 2.2.95

The time-varying displacement uk(x, t) measured by the PZT sensors is96

then distorted into a voltage signal ψ(x, t), which is recorded by a connected97

data acquisition (DAQ) system. The instrumental response, ik(t), maps the98

true mechanical input uk vibration in the k direction to the measured voltage99

ψ(x, t). The mapping is assumed to satisfy a linear time-invariant system such100

that101

ψ(x, t) = uk(x, t) ∗ ik(t) ∗ a(t), (2)
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where a(t) is the documented response of used amplifier including signal am-102

plification, bandpass filter, etc. We aim to quantify the instrumental response103

of the PZT sensors, which integrates the effects of contact manner, intrinsic104

sensor characteristics, cables and analog/digital (A/D) converter. Note that if105

a(t) is not available through experiments, the effect of a(t) can be superposed106

into the final instrumental response.107

We perform the deconvolution operation to Eq. (2) in the frequency domain108

to compute Ik(ω) as109

Ik(ω) =
Ψ(x, ω)

Uk(x, ω)A(ω)
, (3)

where ω denotes the ordinary frequency. Ik(ω), Ψ(x, ω), Uk(ω) and A(ω) are110

variables in the frequency domain corresponding to ik(t), ψ(x, t), uk(x, t) and111

a(t), respectively.112

To obtain an accurate instrumental response Ik(ω), we present the detailed113

analysis of acquiring voltage Ψ(x, ω) in laboratory experiments (see Section114

2.2) and numerically calculating Green’s function gkj(x, t; ξ, τ) (see Section115

2.3). A(ω) used in this study is provided from [33]. The force-time function is116

determined from Hertzian impact theory [34] (see Appendix A).117

2.2 Experimental setup: PZT sensor calibration station118

In this section, we introduce the laboratory experiments performed on a sensor119

calibration station (see Fig. 2(a)). We characterize the performance of PZT120
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Fig. 2 (a) General schematic of calibration station in the 1-2-3 directions, which consists of
electromagnetic holder, steel balls with different diameters, steel transfer plate, PZT sensor
array, extruded aluminum framework, etc. (b) An array of PZT sensors, fixed by sensor
mounting plate (yellow plate in (a)). Colors indicate their epicentral locations with respect
to the source.

sensors to measured kinematic motion excited by elastic stress wave propa-121

gation through an elastic isotropic, homogeneous steel transfer plate due to122

the active source produced by a steel ball impact. A detailed comparison of123

characteristics, (dis)advantages and trade offs of laboratory active sources was124

explained in [35].125

An extruded aluminum framework is used to support an overlaid square126

steel transfer plate (35 cm × 35 cm × 5 cm). Pads (4 yellow patches, 3 cm ×127

3 cm × 0.3 cm) made of nitrile butadiene rubber (NBR), with low mechanical128

impedance (∼ 1/11 of steel), are used to effectively block elastic wave refraction129

into the aluminum framework. An electromagnetic holder is built in the upper130

crossbeam of the aluminum framework. Once the power is turned off, the131

steel ball (green) is released and drops down freely until impact at the central132

location of the top surface of the steel transfer plate.133
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In Fig. 2(b), we show 13 PZT sensors with the same KRN Services (model134

KRNBB-PC) mounted at the bottom surface of the steel transfer plate. The135

array of PZT sensors has unique source-receiver characteristics that need to136

be accounted for [36, 37]. The sensor mounting plate has 7 × 7 locations with137

23 mm spacing in both the 1 and 2 directions, respectively. Since stress waves138

caused by ball impact in the 3 -direction are symmetric about the 1-3 and139

2-3 planes, we have focused most of our PZT sensor converge to one quadrant140

of the sensor mounting plate. In Fig. 2(b), similar colors for the PZT sensor141

locations (A1 to D1) represent the redundant epicentral locations with respect142

to the source. The darker to lighter colors represent the increasing epicentral143

locations. We use the take-off angle θ to characterize 7 possible seismic ray144

paths between the source and PZT sensors, θ = 0◦ (A1); 24.7◦ (A2, B1);145

33.0◦ (B4); 42.6◦ (A3, B2, C3, C4); 52.4◦ (C1, D1); 54.0◦ (A3, B4); 62.9◦146

(C2).147

Note that the contact area between the circular tip of the KRNBB-PC148

sensors and the lower surface of the steel transfer plate has a radius of 0.75149

mm, which is small relative to the dimension of the steel transfer plate. Also,150

the contact area between the ball and the upper surface of the steel trans-151

fer plate at the time of impact is negligible. Thus we assume that the point152

characteristics of the source and receiver in Section 2.1 is satisfied. No cou-153

plant (e.g. hot glue, Vaseline) is used through this study. These sensors are154

sensitive to ground motion in the 3-direction over a wide frequency range (1155



FEM-based PZT sensor calibration methods 11

kHz to 1 MHz) and their spectral characteristics have been well documented156

[9, 25, 38, 39].157

To acquire voltage ψ(x, t), a DAQ system (Elsys Instruments TraNET, 32158

Channel TPCE-2016-4/8) is connected with the PZT sensors with a sampling159

frequency Fs of 20 MHz per channel. The Nyquist frequency is 10 MHz so160

that the Fs is adequate enough to perform sampling. Elsys AE amplifiers161

(AE-Amp) were used to provide the internal amplification [JFET, see 38] to162

sensors with 25 mA excitation and the gain was 0 dB.163

To obtain instrumental responses, we perform Fast Fourier Transform (FFT)164

of the measured signals [40] over the frequency band from 1/Tw to Fs/2, where165

Tw is the time window and Fs is the sampling frequency. In this case, when the166

frequency approaches the lower bound 1/Tw, low resolution of amplitude spec-167

tra can occur if not enough low-frequency cycles are analyzed. A proper time168

window Tw is critical to accommodate trade offs between spectra resolution169

and computational costs in modelling the excited elastic waves. We suggest170

that there should be at least n = 8 bins from the lowest frequency limit (fmin =171

1 kHz) to its adjacent frequency 2 kHz. Since the linearly spaced increment of172

frequency bins df equals 1/Tw, inequations can be given as173

fmin + n 1
Tw

fmin
≤ 2, (4)

174

Tw ≥
n

fmin
, (5)
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Fig. 3 Raw data (gray) and windowed data (colored) centered at the first P-wave arrival
from typical acoustic events due to ball impact, with diameters of 0.3 (red) and 3 mm
(blue), measured by the PZT sensor A1 located directly beneath the impact point. Window
functions with two lengths 80 µs (see inset) and 8000 µs are used for high- and low-frequency
analysis in B, respectively.

where a window length of Tw = 8000 µs is used to crop caused voltage ψ(x, t)175

and displacements u3(x, t) with an identical length.176

To avoid spectral leakage, a symmetric window function with the same177

length as ψ(x, t) and u3(x, t) is essential. In Fig. 3, we show the raw data178

(gray line) of ψ(x, t) for typical acoustic events due to ball impacts with diam-179

eters of 0.3 and 3 mm. A 8000-µs Blackman–Harris window function win(t)180

(centered about the first P-wave arrival) is used throughout this study to181

obtain windowed signals (red and blue lines). The windowed signals have the182

maximum in the middle, and taper away from the middle. By performing FFT183

to the windowed ψ(x, t) and u3(x, t), and neglecting the phase information,184

we obtain185

|U3(x, ω)| = |F{g33(x, t; ξ, τ) ∗ f3(ξ, τ) · win(t)}|, (6)
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186

|Ψ(x, ω)| = |F{ψ(x, t) · win(t)}|, (7)

where |U3(x, ω)| and |Ψ(x, ω)| are the amplitude spectra of windowed ψ(x, t)187

and u3(x, t), respectively. |···| represents the absolute value operator. g33(x, t; ξ, τ)188

is the 33 -component of Green’s function that maps the ball drop impact force189

f3(x, t) in the 3 -direction to the measured displacement u3(x, t) in the 3 -190

direction. The details of Green’s function are discussed further in Section 2.3.191

Finally, Eq. (3) can be written as192

I3(ω) =
|Ψ(x, ω)|

|U3(x, ω)|A(ω)
=

|F{ψ(x, t) · win(t)}|
|F{g33(x, t; ξ, τ) ∗ f3(ξ, τ) · win(t)}|A(ω)

, (8)

where · denotes dot product, and F{} represents the FFT operation.193

Material parameters of the steel ball, steel transfer plate and pad used in194

the calibration station are summarized in Table 1.195

2.3 Green’s function196

We now aim to obtain Green’s function, g33(x, t; ξ, τ), which reflects the dis-197

placement component in the 3 -direction due to time-delayed Dirac delta (true198

impulse), δ(t − τ) in the 3 -direction. However, it is not easy to implement199

δ(t − τ) numerically. Instead, we use the Heaviside step function, H(t − τ),200
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Table 1 Material parameters of the steel ball, steel transfer plate and pad used in the
calibration station.

Parameter Symbol Value
steel ball steel transfer plate pad

Type GCr15 HABA CK45 NBR L8000
Young’s modulus (GPa) E 210 210

Possion’s ratio ν 0.303 0.27
Density (kg/m3) ρ 7800 7850 1490

P wave velocity (m/s) cp 5782 2690
S wave velocity (m/s) cs 3245 1340

Dimension (mm)
[0.3, 0.35, 0.4, 0.5,
0.6, 0.7, 0.8, 1.0,
1.5, 2.0, 2.5, 3.0]

350 × 350 × 50 30 × 30 × 3

which is the integral of δ(t−τ) with respect to time. The corresponding f3(ξ, τ)201

can be expressed as202

f3(ξ, τ) = δ(x− ξ)H(t− τ), (9)

where δ(x−ξ) denotes the spatial source distribution of the Dirac delta func-203

tion. In this study, δ(x− ξ) is described as a limit representation of the Dirac204

delta205

δ(x− ξ) = lim
S→0

1√
πS

e−
(x−ξ)2

S , (10)
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where S is associated with the mesh size in the vicinity of the ideal loading206

point; its exact value is discussed in Section 3.2. The u3(x, t) due to f3(ξ, τ)207

is given by208

u3(x, t) = g33(x, t− τ) ∗H(t− τ). (11)

Recalling the linear time-invariant characteristics of convolution in Section209

2.1 and the properties of convolution differentiation [40], we can conduct time210

differentiation operation on Eq. (11) such that211

v3(x, t) = g33(x, t). (12)

Therefore, Green’s function g33(x, t) is derived as the particle motion velocity212

in the 3-direction, v3(x, t), caused by the force-time function H(t− τ) with a213

spatial distribution described by Eq. (10).214

3 Numerical modelling of Green’s function215

In this section, we present the FEM-based methodology (i.e., governing equa-216

tions, modelling parameters) to calculate NGFs. We validate the methodology217

against the reference approach over a high-frequency band (from 100 kHz to218

1 MHz) and then extend it to low-frequency analysis down to 1 kHz.219
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3.1 Governing equations220

We simulate the elastic wave propagation using the state-of-art discontinuous221

Galerkin (DG) FEM by COMSOL Multiphysics [41]. The steel transfer plate222

and pads are modelled explicitly and their material properties are provided223

in Table 1. The particle motion velocity, v, and strain, E, with the imple-224

mentation for steel (k = 1) and rubber (k = 2) domains, obey the first-order225

elastodynamic equations226

ρk
∂v

∂t
−∇ · S = f , (13a)

∂E

∂t
− 1

2

[
∇v + (∇v)T

]
= 0, (13b)

S = Ck : E, (13c)

where ρk stands for the material density, S denotes the Cauchy stress tensor,227

and f is the applied loading described by Eq. (9). Ck represents the isotropic228

stiffness tensor characterized by Young’s modulus, E, and Poisson’s ratio, ν.229

To guarantee the uniqueness of v andE, the zero-traction condition is enforced230

on the free surface ΣF of the steel transfer plate, that is231

n · S = 0, (14)

where n is unit normal vector. By incorporating numerical flux, DG FEM232

weakly imposes mechanical continuity of v and E across the interior boundary,233
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which is especially computationally efficient for studying 3D transient wave234

problems [27].235

To model elastic stress wave transmission and reflection along the interface,236

ΣRA (see Fig. 2(a)) between the pads and aluminum framework, we impose a237

velocity-dependent traction on ΣRA. This traction is caused by the non-zero238

mechanical impedance of the aluminum framework (k = 3) and can be written239

as a combined effect of P- and S- waves [42]240

n · S = −ρkckp (v · n)n− ρkcks (v · t) t, (15)

where ρk, ckp, c
k
s are the P- and S- wave velocity of aluminum, respectively, and241

t is the unit tangent vector. By adding this traction along ΣRA, aluminum242

framework is not explicitly modelled.243

3.2 Modelling parameters244

In this section, we describe how the numerical calculations are performed to245

obtain NGFs, including the meshing schemes, time step and simulation pro-246

cedures.247

For meshing schemes, one of most critical issues is to choose an optimized248

mesh size; a relatively coarse grid works in a similar manner to a high-pass249

filter (HPF), leading to inaccurate NGF solutions whereas a very fine grid250

results in huge computational consumption (in terms of memory and CPU251

time). To produce a satisfactory solution, the maximum size h of the mesh252
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elements should be lower than the wavelength of interest λ. Since higher-order253

Lagrange interpolation functions, up to the forth order, are utilized, this ratio254

could be set as a larger value [41]. In this study, the ratio is assumed to be255

1, that is h
λ = 1, where λ =

cp
ω0

, λ, cp denote the wavelength and velocity of256

P-wave, and ω0 represents the upper limit of the bandwidth of interest. Even257

when using the efficient DG FEM, it is still time-consuming to calculate high-258

frequency NGFs. To reduce the computational cost, the adaptive grid scheme259

in FEM, can be adopted; however, this, is a non-trivial task. To remedy this,260

we introduce two separate simulations, which include a low-frequency model261

with a relatively coarse grid (c-FEM ), and a high-frequency model with a262

relatively fine grid (f-FEM ).263

Due to the geometric symmetry of the calibration station, only 1
8 of the264

steel transfer plate and pad was modelled. We set ωc0 = 300 kHz (>100 kHz)265

and ωf0 = 1.2 MHz (>1 MHz) to control h, where the superscripts c and f stand266

for c-FEM and f-FEM, respectively. The mesh around the center of loading267

area (red arrow) was locally refined to ensure a correctly applied f3(ξ, τ). We268

determine the S value from Eq. (10) as 1e-6 (units: 1/m2) by comparing the269

numerical integration of normal stress around the loading against f3(ξ, τ).270

The Delaunay tessellation method is adopted to create a tetrahedral mesh.271

Grid discretizations of models simulated in c-FEM and f-FEM are shown272

in Fig. 4(a) and (b), which have 762 and 104624 unstructured tetrahedral273

quartic elements, respectively. Details of material properties and the geometry274

information are given in Table 1.275
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Fig. 4 1/8 symmetric modelling configuration visualized in the 1-2-3 directions to study
laboratory elastic wave propagation caused by unit step force-time function. Boundary con-
ditions are schematically shown to constrain the wave propagation problem. (a) c-FEM
model with a coarse grid, (b) f-FEM model with a fine grid. The magnitude of the particle
motion velocity field, acquired from the results of the f-FEM model, are visualized at time
8.6 µs (c) and 25.8 µs (d), respectively. Note that the time t = 0 is when the unit step
force-time function is applied.

The Courant–Friedrichs–Lewy (CFL) condition is adopted to determine276

the stable time step, ∆t, which is automatically optimized by COMSOL Mul-277

tiphysics. During our simulations, the 4th explicit Runge-Kutta (RK) method278

is adopted. Note that we use a pseudo-step loading scheme in the modellings.279

In this case, when we enforce a unit step force-time function to the loading280

point, there is a small ’rise time’, τr, to reach the peak loading. By probing281

the real applied force history around the loading point (see arrow in Fig. 4),282

we found that τr is between 5 and 10 nanoseconds for c-FEM and f-FEM.283

Considering the fact that the force-time function of glass capillaries fracturing284

has a τr of approximately 200 nanoseconds while most of its spectral energy285
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does not fall below 2 MHz [9], this pseudo-step loading scheme has little effect286

on the spectrum over the bandwidth of interest.287

For modelling procedures, we simulate c-FEM for 4000 µs and f-FEM288

for 40 µs (half length of suggested time window in Eq. (5)) such that the289

spectral resolution is satisfied down to 1 kHz and 100 kHz, respectively. The290

computational efficiencies of one FEM simulation are summarized. To perform291

the simulation of c-FEM for 4000 µs, 6 cores (41 hours for each core) and292

average memory 4.6 GB are required. Meanwhile, regarding simulating f-FEM293

for 40 µs, 16 cores (13.1 hours for each core) and average memory 13.3 GB294

are needed.295

We obtain time-varying v3(x, t) probed at the location of the virtual seis-296

mometer (red square in Fig. 4(a)) and derive the NGFs from both models by297

means of the transformation described by Eq. (12).298

3.3 Model validation: high-frequency analysis of elastic waves299

In above section, we propose using ωc0 and ωf0 to control the mesh size such that300

the frequency component of NGF can be expected to be kept below 100 kHz301

and 1 MHz. Our aim is to validate the capabilities of these models and find302

the corresponding valid frequency band beyond which the calculated NGFs303

deviate from reference results. Note that the reference (“true”) results are304

computed by an approach based on the generalized ray theory (GR) [21, 24]305

that governs transient wave propagation in a semi-infinite purely elastic plate.306
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Fig. 4(c) and (d) show the magnitude of the particle motion velocity (units:307

m/s) to qualitatively illustrate the performance of the f-FEM model in simu-308

lating elastic wave propagation. We see that the elastic wave initiates from the309

loading point and geometrically spreads. Fig. 4(c) shows the first P-wave ray310

around the virtual seismometer and the first S-wave ray that follows at time311

8.6 µs. The spatial distance between the wavefront of the first P- and S-wave312

is controlled by the wave propagation times and the speed difference between313

them.314

In Fig. 4(d), we observe multiple reflections of different rays of the propa-315

gated elastic waves between the upper and lower surface of the steel plate at316

time 25.8 µs: first P-wave, first S-wave, PPP-wave, etc. The PPP-wave ray is317

shown around the virtual seismometer. These rays are important since they318

offer important information and frequency content in the velocity seismogram.319

We note that here we are only showing validation efforts for scenarios where320

the virtual seismometer is located directly below the source; however, this321

methodology can be extended to more source-receiver pairs (see Section 4.3),322

which will be a major benefit once the validation is complete.323

We now validate the NGFs evaluated at the virtual seismometer over a324

short duration. The seismometer starts calculating v3(x, t) from the instanta-325

neous loading until the initial side reflection back. In our case, this duration326

is not allowed to exceed 60 µs so that NGF should, theoretically, be the same327

as that of the semi-infinite elastic plate since the wavefront has not reached328
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modelling results match well with that of the generalized ray theory. (b) Theoretical ground
motion from GR and f-FEM due to 0.5 mm ball impact. First P, S and reflected PPP phase
of the elastic waves were captured and windowed inside the 3 pink bars, respectively.

the edges of the transfer plate. We simulated both c-FEM and f-FEM and329

the GR for 40 µs under the loading described by Eq. (9).330

Fig. 5(a) shows the amplitude spectra of NGFs in the frequency domain.331

The amplitude spectrum calculated using the reference approach GR (black332

line) is almost flat below 2 MHz since the GR solution is semi-analytical. For333

NGFs from FEM modelling, the amplitude spectra match well with these of the334

GR when the frequency ranges from 100 to 324 kHz (for c-FEM, blue line) and335

from 100 to 1.17 MHz (for f-FEM, (red dash line)). However, the NGFs from336

both the c-FEM and f-FEM deviate rapidly from that of the GR around 324337

kHz and 1.17 MHz, which corresponds approximately to the proposed ωc0 and338

ωf0 . The capabilities of both the c-FEM and f-FEM simulations are validated:339

we obtain accurate NGFs up to 100 kHz from the c-FEM and to 1 MHz from340

f-FEM. Note that to increase the accuracy of FEM solutions, we consider that341

the NGF from the c-FEM model is valid up to 174.6 kHz instead of 324 kHz.342
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After validating the capabilities of our built model with a simple geometry343

boundary, now we have a tool for studying elastic wave propagation that can344

accommodate realistic geometries with a validated level of accuracy. To have345

a better visualization in the accuracy of FEM solutions, Fig. 5(b) presents the346

theoretical displacement, u3(x, t), in the 3 -direction from GR and f-FEM due347

to 0.5 mm ball impact (other parameters refer to Table 1) in the time domain.348

The u3(x, t) from f-FEM is essentially equivalent to that of GR. First P, S and349

reflected PPP phase of the elastic waves were captured and windowed inside350

the 3 pink bars.351

3.4 Model extension: low-frequency analysis of long-duration excitation down352

to 1 kHz353

We extend the capability of c-FEM to perform low-frequency analysis by elon-354

gating the simulation duration. Due to the finite dimension of the calibration355

station, the simple Lamb problem, where only the elastic wave reflection be-356

tween the bottom and top surface of the steel transfer plate is modelled, is no357

longer valid. To study the effects from boundaries on the elastic wave propa-358

gation problem, we conducted the following three modelling scenarios:359

1. float-NF : modelling the elastic wave propagation through an unsupported/floating360

steel transfer plate. We adopt similar boundary conditions (free of stress361

over all surfaces of the tested specimen) to those used in [31] and construct362

a float model.363
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2. float-HP : in the float model, rigid body motion occurs because there are364

no constraints from the supported material (i.e., the pad beneath the steel365

plate) are modelled. To correct the NGFs imposed by improper boundary366

conditions, we process the raw v33(x, t) using a minimum-order high-pass367

filter.368

3. true BC : to better model the real elastic wave propagation, more phys-369

ical boundary conditions, described by Eqs. (14) and (15) were already370

introduced in the c-FEM model to simulate the elastic wave reflection and371

refraction occurring at the interfaces of the steel transfer plate, pads and372

aluminum framework.373

We extract v33(x, t) with a duration of 8000 µs (centered at the first P-374

wave arrival) in the above scenarios and use the transformation (see Eq. (12))375

to obtain the NGFs for the same source-receiver pair. By performing FFT376

and neglecting the phase information, we obtain the amplitude spectra of low-377

frequency NGFs, which are termed as float-NF (blue line in Fig. 6(a)), float-HP378

(black line in Fig. 6(a)) and true BC (red line in Fig. 6(a)) corresponding to379

the three scenarios given above, respectively.380

In Fig. 6(a), float-NF tends to decrease ‘linearly’ from ∼1e-12 to ∼1e-14381

m/N from 1 kHz and 100 kHz. The large amplitude of low-frequency com-382

ponents is caused by the rigid body motion of the steel transfer plate. By383

performing a high-pass filter operation on float-NF, the rigid body motion is384

significantly removed. We see that the float-HP has a relatively flat spectrum385

with few distinct spectral peaks representing the low-frequency resonances386
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and anti-resonances of mechanical vibration. The resonant frequencies from387

float-HP and true BC match well over 1 to 100 kHz, demonstrating that a388

consideration of the true physical boundaries has little effect on the shift of389

the resonant frequency.390

For a better comparison, we plot the ratio of true BC to float-HP from 1 to391

100 kHz in Fig. 6(b). From 1 to 10 kHz, the ratio at the locations of resonant392

and anti-resonant frequencies deviates significantly from 1. These locations393

are labelled AR (anti-resonance) and R (resonance). We find that around the394
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resonant frequency (i.e., R1 and R2 ), the true BC is nearly half the float-395

HP. Conversely, around the anti-resonant frequency, the true BC can be 7 to396

13 times than of the float-HP. This ratio tends to be flat and close to 1 for397

frequencies between 10 to 100 kHz. This suggests that both scenarios have398

similar NGFs over 10 to 100 kHz.399

We modelled how the physical constraints resulting from the experimental400

configuration affected the elastic wave propagation problem. We interpret the401

results from the physical-based boundary conditions. Kinematic energy of the402

elastic stress waves initially flows from the loading point, travels through the403

steel transfer plate and pads, and finally leaves the c-FEM model naturally404

where the spatiotemporal evolution of the energy field is dominated by prop-405

erties of both media (steel plate, pads) and their interfaces. No extra high-pass406

filter operation is needed to remove the low-frequency component of the kine-407

matic energy, which is fully trapped inside the steel transfer plate in the float408

model. Therefore, the constructed c-FEM model can be utilized to obtain the409

NGF in a more physical way, which becomes important when more complex410

geometries and boundary conditions are applied. To solve the multiphysics411

problem of elastic wave propagation, our constructed models can potentially412

be integrated with state-of-the-art multiphysics couplings (i.e. temperature413

and fluids) from the COMSOL Multiphysics software whose abilities have been414

validated against theoretical solutions and/or laboratory experiments in the415

geomechanics communities [43–46].416
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4 Broadband Characterization of PZT sensors417

In the above sections, we described the FEM-based methodology used to ob-418

tain high-frequency NGFs from 100 kHz to 1 MHz as well as low-frequency419

counterparts from 1 to 100 kHz. By performing ball impact experiments, we420

presented the displacement |U3|s,lχ and voltage spectra |ψ|s,lχ in short- (denoted421

by s, 100 kHz to 1 MHz) and long-duration (denoted by l, 1 kHz to 100 kHz) ex-422

citation in Appendix B. Label χ denotes an unique ball diameter, χ ∈ [1, N ],423

where N is the number of ball sizes. In this section, we obtain a group of424

segmented instrumental responses Is,l3,χ with different forces and duration of425

ball impact in accordance with Eq. (8). We develop an algorithm of spectrum426

cropping and linking to integrate a group of Is,l3,χ into a truly broadband un-427

derstanding of I3 from 1 kHz to 1 MHz for single sensor as well as an array of428

PZT sensors with unique source-receiver characteristics.429

4.1 Algorithm to integrate segmented instrumental responses430

We are reminded of the fact that a specific member of the Is,l3,χ group is not431

valid over the whole frequency bandwidth. Instead, the accuracy of Is,l3,χ is432

regulated by the quality of the experimental data (i.e., corner frequency ωc of433

voltage spectra |Ψ |s,l, signal-to-noise ratio or SNR, variations among repeated434

tests) and the solution accuracy of the FEM modelling. If we perform a simple435

union operation of the Is,l3,χ group, the broadband I3 will be distorted, with436

various level of uncertainty, by introducing all the components of Is,l3,χ. To437
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obtain a more accurate I3, we need to perform several ‘cropping’ operations438

to constrain the Is,l3,χ group.439

The accuracy of FEM solutions is closely correlated with the mesh dis-440

cretization. In high-frequency analysis, Is3,χ is picked from 100 kHz (the lower441

bound of the valid frequency band for the f-FEM model) to the corner fre-442

quency ωc of voltage spectra |Ψ |s. In low-frequency analysis, I l3,χ is cropped443

from 1 kHz to the minimum between 174.6 kHz (the upper bound of the valid444

frequency band of the c-FEM model) and ωc of |Ψ |l. This primary cropping445

operation can be denoted as / · · · / such that /
∣∣∣Is,l3,χ

∣∣∣ / is obtained.446

The quality of the experimental data is mainly controlled by the SNR (or447

ball size: large ball impacts generate higher SNR) and the repeatability of the448

test data. To alleviate the effect of background noise, a secondary cropping449

operation is proposed to better select the frequency band of Is,l3,χ based on the450

criterion of SNR > 1. We denote this as 〈· · ·〉 and obtain
〈
/
∣∣∣Is,l3,χ

∣∣∣ /〉. In this451

case, the small ball impact has a limited contribution to the broadband I3 due452

to its low SNR especially at the low-frequency range. We have illustrated the453

repeatably of ball impact tests in Appendix B, but there exists an amplitude454

offset of Is,l3,χ during repeated tests. We therefore remove the frequency band455

where the relative standard deviation of |Ψ |s,l is larger than specified threshold456

(2 % used in this study). We then average Is,l3,χ over the rest of the frequency457

band to get 〈/ |I3,χ| /〉; this tertiary cropping operation as · · · is denoted.458

Once the above ’cropping’ operations are implemented, the Is3,χ group is459

well constrained. We now need to link all the cropped Is3,χ together from the460
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Fig. 7 Seismic magnitude Mw versus valid frequency band from a series of repeated ball
drop tests (marker symbols) with diameters ranging from 0.3 to 3mm.

low- and high-frequency analyses over a broad range of ball diameters. The461

final broadband I3 is written as462

I3 =

N∑
χ=1

〈/| I l3,χ| /〉 ∪ 〈/| Is3,χ| /〉, (16)

where ∪ is the primary link operation between the low- and high-frequency463

cases,
∑

denotes the secondary link operation over different ball diameters.464

To help understanding the used algorithm, we present the general principle465

and flowchart of cropping and linking operations in Appendix C.466

In Fig. 7, we present the caused seismic magnitude Mw versus valid fre-467

quency band of the grouped ball impacts. Note that Mw due to external ball468

impact is estimated from [47]. The region between ωminχ (black dashed line)469

and ωmaxχ (black solid line) suggests that these overlapped frequency bands of470

ball drops could fully cover the frequency scope of interest (from 1 kHz to 1471

MHz). Here ωminχ and ωmaxχ represent the minimum and maximum valid fre-472

quencies of ball drops, respectively. We see that the results from ball impact473
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Fig. 8 (a) Original and (b) cropped displacement-based (gray thick line) and acceleration-
based (blue thick line) instrumental response of a single PZT sensor from a series of repeated
ball drop tests (marker symbols) with diameters ranging from 0.3 to 3 mm.

tests with diameters of 0.4, 1 and 3 mm almost cover broadband frequency474

range. This provides researchers with straightforward instructions about how475

to choose the right parameters for ball impact tests in accordance with their476

frequency range of interest when performing PZT sensor characterization.477

4.2 Single PZT sensor: broadband I3478

In this section, we illustrate the differences in the calculated broadband in-479

strumental response I3 of a single PZT sensor with and without cropping480

algorithm (see Eq. (16)). In the lower part of Fig. 8(a), we show the original481
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Id3 in a marker symbol series from 1 kHz to 1 MHz (units: dB, the superscript482

d denotes displacement). We use 1 V/nm as the reference sensitivity of the483

PZT sensors to measured displacement. We see that, without cropping some484

components from the final I3, there are remarkable amplitude variations of Id3485

in the frequency bandwidth of 1 to 7 kHz and 14 to 170 kHz, respectively.486

Following the proposed algorithm described in Eq. (16), we obtain the487

cropped broadband Id3 . In the lower part of Fig. 8(b), we see that the 12 data488

series (for 0.3 to 3 mm ball diameters) overlap with negligible vertical shift.489

This suggests a promising stability of the developed algorithm, as well as the490

characterization methodology. The linked Id3 (gray thick line) is almost flat491

from 10 kHz to 1 MHz with a slope of nearly 0 dB/decade and shows a strong492

dependence on the measured displacement. We suggest that the PZT sensors493

used in this study can be used as a displacement-sensitive transducer from 10494

kHz to 1 MHz. In the left lower part of Fig. 8(b), from 1 to 10 kHz, the linked495

Id3 has a slope of 40 dB/decade.496

By performing the transformation of displacement into acceleration in the497

frequency domain, we rewrite the displacement-based Id3 into the acceleration-498

based Ia3 as499

Ia3 =
Id3

(2πω)2
, (17)

where the superscript a denotes acceleration. We add the original and cropped500

Ia3 into Fig. 8(a) and (b), respectively. In Fig. 8(a), we find remarkable am-501

plitude variations for the data series of Ia3 from 1 to 7 kHz. In Fig. 8(b), we502
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find that the Ia3 segments overlap well with little vertical shift and the linked503

Ia3 (blue thick line in the upper part of Fig. 8(b)) is relatively flat from 1.2504

to 6 kHz. The PZT sensor is sensitive to time-varying acceleration over this505

frequency range, where the sensor shows similar responses as accelerometers.506
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4.3 PZT sensor array: broadband I3 group507

We now extend the analysis of the instrumental response of a single PZT508

sensor to that of an array of PZT sensors of the same KRN Services model.509

The detailed arrangement of the PZT sensor array is given in Section 2.2.510

The single sensor performance over different take-off angles is discussed in511

Appendix D.512

In Fig. 9(a), we show the voltage signals near the first P-wave arrival (blue513

square) for all sensors, with the take-off angle ranging from 0◦ to 62.9◦ caused514

by a 0.5 mm diameter ball impact. At time t = 0, the first P-wave arrives in the515

ray path θ=0◦. We see that the time of the first P-wave arrival has a positive516

dependence (gray line) on the take-off angle while the first peak amplitude of517

the P-wave decreases significantly as the take-off angle increases. Also see the518

similar positive dependence in the first S-wave arrival. Since there are several519

sensors at the same take-off angle (i.e., θ=42.6◦ - A3, B2, C3, C4), we find520

that the corresponding shape of the voltages matches well with each other.521

But, due to the I3 variation at the level of uncertainty among these sensors,522

there exist scaling factors of the absolute amplitude of voltages. Through these523

observations, we suggest that the proposed experimental configuration realisti-524

cally captures the elastic wave propagation phenomena using an array of PZT525

sensors.526

We obtain a group of NGFs from all source-receiver pairs and derive the527

corresponding displacements. The same procedures used for characterization528

of a single PZT sensor are followed. By using the algorithms described in529
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Eq. (16), we obtain the valid frequency bandwidth over a broad range of530

ball diameters for all PZT sensors. In Fig. 9(b), we show the ωmaxχ of the531

valid frequency bandwidth versus the take-off angle θ under ball impacts with532

different diameters. We find that when θ ranges from 0◦ to 54.0◦, the ωmaxχ533

of all PZT sensors from the same ball impact has minor variations. Moreover,534

ωmaxχ has a positive dependence on the ball size. However, when θ increases to535

62.9◦, there is weak resultant displacement in the 3-direction measured by PZT536

sensor C2. The derived ωmaxχ group corresponding to small ball diameters (<537

2 mm) are out of order, suggesting that in the characterization experiments,538

we should keep the epicenter of PZT sensors close to the location of the ball539

impact. Note that we used conical shaped PZTs throughout these experiments;540

the corresponding analysis could be quite different for cylindrically shaped541

PZTs [39].542

All the PZT sensors used in this study have been used in laboratory frac-543

turing experiments for some time (more than 3 years). Therefore they are544

assumed to have a similar response to mechanical vibration but are not ex-545

actly identical due to damage of the crystal material as well as uncertain546

variations in the manufacturing. In Fig. 10, we show well-stacked Id3 of all the547

PZT sensors from 1 kHz to 1 MHz . We see that all these PZT sensors have548

similar displacement- and acceleration-dependence from 10 kHz to 1 MHz and549

from 1 to 6 kHz, respectively. Remind that for individual calibration of single550

sensor, the calculated I3 integrates the effect of the interaction (e.g. static551

pressure, elastic wave reflection and transmission) between this PZT sensor552
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and measured object. Regarding the collective calibration of a sensor array, I3553

of single sensor at low frequencies might be affected by interactions between554

other sensors and measured object. This is not evaluated in the current work555

but will be considered in future.556

5 Conclusions557

In this study, we presented a comprehensive FEM analysis of laboratory elastic558

stress wave modelling to obtain accurate NGFs between an active source and559

an array of PZT sensors where the modelling parameters are similar to the ex-560

perimental configuration. To avoid expensive computational costs on separate561

simulations to calculate the EGFs of a group of ball impacts, we used a unit562

step force-time function to describe the loading applied at the same location563

for the ball impacts. The resulting theoretical displacement was readily cal-564

culated by performing the convolution between the NGFs and the force-time565

function of the ball impacts.566

To improve computational efficiency, we performed two separate simula-567

tions; low-frequency modelling based on a relatively coarse grid (c-FEM ), and568

high-frequency modelling based on a relatively fine grid (f-FEM ). Both models569

were validated against the reference approach over the high-frequency band570

such that high-precision FEM solutions are obtained. We performed the low-571

frequency analysis of wave propagation phenomena which integrated physical-572

based boundary conditions among the utilized experimental components. We573

suggest that the results from the c-FEM model have better physical founda-574
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tions. Both the high-frequency validation and low-frequency extension work575

successfully demonstrate the capabilities of the constructed model to solve the576

laboratory elastic wave propagation problem.577

We performed impacts tests using balls with diameters changing from 0.3578

to 3 mm and obtained a group of segmented instrumental responses Is,l3,χ with579

various levels of bandwidth overlap. To obtain the broadband I3, we devel-580

oped algorithms to accurately pick the bandwidth of Is,l3,χ by considering the581

accuracy of FEM solutions and quality of the experimental data. We showed582

that, to rigorously understand the valid frequency bandwidth of I3, a broad583

range of ball diameters are needed. Finally we obtained an accurate I3 for an584

array of PZT sensors at different take-off angles.585

This study focused on developing methods that can bridge the gap between586

qualitative analysis and quantitative characterizations of laboratory and in587

situ AEs. Following the proposed methodology, we can absolutely calibrate588

PZT sensors and thus properly interpret the messages of ground motion from589

AE monitoring. In future, to study the physics of dynamic failures from near-590

surface to subsurface conditions, PZT sensors need to be characterized in prior591

under complicated conditions (i.e. sensors sit inside a pressurised, fluid filled592

triaxial cell at high-temperature). Our constructed models can potentially be593

integrated with state-of-the-art multiphysics couplings from COMSOL Mul-594

tiphysics such that a well-validated FEM model capable at solving (multi-595

physics) problems of elastic wave propagation can be developed. We can then596

provide accurate insights into the source properties of microcrack behavior597
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and quantitatively study the damage evolution and fracture propagation in598

brittle materials over a broadband frequency range and source dimensions.599
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A Hertzian impact source769

We used the single impact of spherical ball as the mechanical active source to excite stress770

waves in our transfer plate while the multibounce scenario of ball drop is outside the scope of771

this study [48]. In Fig. 11(a), when the steel ball instantaneously impacts the steel transfer772

plate, the force-time function f3(t) derived from the Hertzian impact theory [34] can be773

written as774

f3(t) = fmax sin

(
πt

tc

) 3
2

, 0 < t ≤ tc,

f3(t) = 0, t > tc,

(18)
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Fig. 11 (a) Force-time function, f3(t), and (b) its amplitude spectrum, F3(ω). For visual-
ization, f3(t) and F3(ω) with diameters of 0.3 mm (red), 1 mm (gray) and 3 mm (blue) are
displayed.

where fmax = 1.917ρ
3/5
1 (δ1 + δ2)−2/5R2

1v
6/5
0 denotes the maximum force of the ball im-775

pact, and tc = 4.53 (4ρ1π (δ1 + δ2) /3)2/5R1v
−1/5
0 is the contact time between the ball and776

test specimen. R1 and ρ1 are the ball radius and density, respectively. δi is a material con-777

stant depending on Young’s modulus, Ei, and Poisson’s ratio, µi, of the ball and the plate,778

that is δi = (1− µ2i )/(πEi), i = 1, 2. v0 =
√

2ghd represents the impact velocity due to the779

free drop motion, where hd and g are the dropping height and gravitational acceleration,780

respectively.781

The amplitude spectrum of f3(t), denoted by F3(ω), is expressed as782

F3(ω) = 0.2689
∆P

Γ
(
7
4

+ tcω
)
|Γ

(
7
4
− tcω

)
|
, (19)

where ∆P ≈ 0.5564(tcfmax) is the change in momentum that the ball imparts to the steel783

transfer plate. Γ is the Gamma function [49].784

Due to the properties of Γ (z) at non-positive integers, there exists a group of local785

minima and maxima of F3(ω), where786

7

4
− tcω0 = 0,−1,−2, ...,−i⇒ ωi0 =

i+ 7
4

tc
,

7

4
− tcωp = −

1

2
,−

3

2
, ...,−

2j + 1

2
⇒ ωjp =

j + 9
4

tc
.

(20)

Here i, j are non-negative integers. ωi0 and ωjp are the frequency group corresponding to the787

local minima F3(ωi0) of the i th and local maxima F3(ωjp) of the j th lobe of F3(ω). Fig.788
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11(b) illustrates this. When F3(ω) deviates from a flat plateau, spectral energy attenuates789

rapidly with changes of 2 to 3 orders of magnitude, from 100 kHz to 1 MHz for the force-time790

function of the 1 mm diameter ball impact (grey lines). The marker symbols positioned by791

ωi0 and ωjp show the separation of a series of lobes in the spectral energy falloff phase. These792

characteristics of a series of lobes are useful to validate the theoretical f3(t) against the793

calibration at experimental data discussed in Appendix B.1.794

B Amplitude spectral analysis in ball impact experiment795

To obtain a nearly flat spectrum of the force-time function f3(t) from 1 kHz to 1 MHz, we796

dropped a series of steel balls with different diameters from the same height. The impact797

from balls with a small diameter (i.e., 0.3 mm) has a rise time (∼ 0.5 µs) and imposes798

a high-frequency mechanical pulse resulting in spectral energy concentrated well below its799

corner frequency (e.g. ≥ 1 MHz). Conversely, the ball impact with relatively large diameter800

balls (e.g. 3 mm) has a much longer rise time (∼ 4.7 µs) where most of the spectrum energy801

is concentrated under the low-frequency bandwidth (from 1 to 100 kHz).802

Larger diameter (e.g. 10 mm) ball impacts were performed and we found that the803

response of the PZT sensor used was saturated. For this reason, smaller diameter balls804

were used. Researchers [30] dropped balls of varying diameter (1.5 to 10 mm) onto a disk805

plate with a diameter of 103.8 mm. They found that when the contact time is extended by806

performing larger ball impacts, the elastic waves resulting from the impact and subsequent807

boundary reflections interacted with each other. As a result, the convolution between f3(t)808

and g33(x, t) does not hold true and u3(x, t) cannot be obtained. Therefore, we needed to809

evaluate the contact time tc and ensure that the travel time of the elastic waves was (at810

minimum) twice the plate thickness. Sensor saturation and convolution ineffectiveness are811

two factors that are under reported in the literature and, considered together, constrained812

the largest ball diameter to 3 mm in this study.813

The same drop height hd = 138 mm was used for all impact tests; this was high enough814

to generate mechanical vibrations that could be measured by PZT sensors over all take-off815
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Fig. 12 Amplitude spectra of voltage |Ψ |s (red line), background noise (thin gray line),
fitted model for |Ψ |s (thick gray line), and displacement |U3|s (blue line) of (a) 0.3 mm
and (b) 3mm diameter ball impacts over a short duration (80 µs). In (b), a group of local
minima of |U3|s (pink dash line) and |Ψ |s (green line) are labelled to show the horizontal
offset.

angles. We repeated dropping the steel ball 5 times with 12 diameters (0.3, 0.35, 0.4, 0.5, 0.6,816

0.7, 0.8, 1, 1.5, 2, 2.5, 3 mm). We introduced data processing techniques described in Section817

2.2 to determine u3(x, t) and ψ(x, t), which were used to obtain the segmented amplitude818

spectra of displacement |U3| and voltage |Ψ |, from Eqs. 6 and 7, respectively. Note that819

all the voltage spectra |Ψ | used in this section comes from PZT sensor A1 which located820

directly beneath the impact point.821

B.1 Short-duration excitation (100 kHz to 1 MHz)822

In this section, we windowed the raw voltage caused by short-duration (80 µs, denoted by823

superscript s) excitation of 0.3 and 3 mm ball impacts as shown in the inset region of Fig.824

3. The time t = 0 is when first P-wave arrives.825



48 Rui Wu et al.

The amplitude spectra of |Ψ |s and |U3|s due to the 0.3 mm ball impact from 100 kHz to826

2.5 MHz are shown in Fig. 12(a). Since we are interested in the plateau part of the amplitude827

spectrum, we need to determine the corresponding corner frequency ωc. To obtain ωc, we828

use the Omega-n model [50] to perform fitting of voltage spectra |Ψ |s:829

Ω(ω) =
Ω0

1 + (ω/ωc)n
. (21)

In this study, Ω refers to voltage spectra |Ψ |s. The ωc is determined as 1.33 MHz (green line)830

in Fig. 12(a) and the fitted result is plotted as the thick gray line. The standard deviation831

(black error bar) of |Ψ |s among repeated tests is shown. Minor variations suggest that the832

ball impact is a repeatable mechanical source and works well at high-frequencies below ωc.833

We see the SNR (signal-to-noise ratio) is continuously larger than 1 from almost 250 kHz834

to 1.62 MHz and this acts as an indicator to crop a valid frequency band of |Ψ |s in Section835

4.1.836

Fig. 12(b) presents the results from a 3 mm ball impact. We note that both |U3|s (blue837

line) and |Ψ |s (red line) fall off rapidly with an almost constant slope (gray line) fitted from838

a series of ”lobes” while the fitted ωc is fixed at 100 kHz. This means that we could not crop839

valid |U3|s and |Ψ |s segmentations from 100 kHz to 1 MHz. We suggest that these lobes840

are caused by a group of local minima and maxima impact that forces itself in the phase of841

spectrum energy fall off in accordance with Eq. (20). By labelling the local minima (i.e., 1,842

2, 3, 4, 5, 6, ...) of |U3|s (pink dash line) and |Ψ |s (green solid line), we find there exists843

a horizontal offset of frequency. Reed’s elastic impact theory does not work accurately at844

high-frequencies for relatively large diameter ball drops.845

B.2 Long-duration excitation (1 kHz to 100 kHz)846

In this section, we extend the short-duration analysis to long-duration case (8000 µs, denoted847

by superscript l). The raw and windowed ψ(x, t)l caused by 0.3 mm and 3 mm ball impacts848

are shown in Fig. 3.849
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Fig. 13 Amplitude spectra of voltage |Ψ |l (red line), background noise (thin gray line),
fitted model for |Ψ |l(thick gray line), and displacement |U3|l (blue line) of (a) 0.3 mm and
(b) 3 mm diameter ball impacts over a long duration (8000 µs).

Following the same data processing technique given in Appendix B.1, we obtain the850

amplitude spectra of voltage |Ψ |l and displacement |U3|l from 0.3 mm ball impact testing.851

In Fig. 13(a), both |U3|l (blue line) and |Ψ |l (red line) are relatively flat from 1 kHz below the852

corner frequency ωc (1.26 MHz, green line) of |Ψ |l. The displacements |U3|l are calculated853

from the c-FEM model, which is only validated below 174.6 kHz (see Section 3.3). We see854

that the amplitude spectrum of the noise floor almost overlaps with or even higher than |Ψ |l855

below 110 kHz or beyond 1.23 MHz. Therefore |Ψ |l valid from 110 to 174.6 kHz can be used856

with |U3|l for further analysis of I3, see Eq. (8).857

By incrementally increasing the ball diameter until 3 mm, we obtain the corresponding858

|Ψ |l and |U3|l as shown in Fig. 13(b). We find ωmin as the minimum between ωc = 65.7 kHz859

of |Ψ |l and 174.6 kHz and determine the valid frequency band from 1 to 65.7 kHz, where the860

the mean value of SNR is around 20. Both |U3|l and |Ψ |l are relatively flat below ωc; they861

have a distinct and similar spectrum shape regarding the local minima and maxima, which862

indicates the resonance and anti-resonance of the steel transfer plate due to the ball impact.863
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Fig. 14 Schematic drawing of spectral cropping and linking in the proposed algorithm.

By comparing Fig. 13(a) and (b), we find that, with the longer contact times (i.e., from 0.5864

to 4.7 µs) associated with larger (i.e., from 0.3 to 3 mm) ball drops, the interaction between865

elastic waves and the Hertz impact force history could enhance the resonance and anti-866

resonance observed in the experimental data. The similarity between the experimental data867

(voltage) and theoretical estimation (displacement) strengthened the reliability of proposed868

methodology for deriving low-frequency NGFs.869

C Spectral cropping and linking870

In Fig 14, we present the general principle (left) and flowchart (right) of cropping and linking871

operations used in Eq. 16. Regarding a ball impact test with certain diameter, top five lines872

show the transformation from raw |I3,χ| into well-constrained 〈/| Il3,χ| /〉 ∪ 〈/| Is3,χ| /〉. By873

taking account of a broad range of diameters, we can get the instrumental response from 1874

kHz to 1 MHz.875

D Effect of take-off angle on broadband I3 of single PZT sensor876

In this section, we aim to evaluate the effect of take-off angle on broadband instrumental877

response I3 while maintaining the other factors (e.g. contact, sensor, cable, A/D converter).878
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Fig. 15 General schematic of contact manner between the measured object (upper) and
PZT sensor.

We perform ball impact tests where the caused ground motion is recorded by the same879

sensor at 3 take-off angles, θ = 0◦, 42.6◦, 52.4◦, respectively. Ball diameter of 0.4, 1 and 3880

mm are selected to cover broadband frequency range (from 1 kHz to 1 MHz) in accordance881

with the conclusion in Section 4.1. Same cable and A/D converter are utilized through each882

test. Other experimental parameters refer to Table 1. Fig. 15 shows the contact manner883

between the measured object (upper) and PZT sensor. By measuring the length of linear884

springs, we maintain the pressure applied on the PZT sensor tip through tests at different885

take-off angles. The application of spring-loaded PZT sensors also refers to [51].886

We follow the same data processing technique given in Section B.1 to analyze voltage887

spectra |Ψ | and displacement spectra |U3| and the proposed algorithm in Section 4.1 to888

calculate displacement-based instrumental response Id3 . Fig. 16 shows the Id3 and associated889

standard deviations over three take-off angles from 1 kHz to 1 MHz. We notice these Id3890

match well at most frequencies and the standard deviation of Id3 is mostly below 4 dB.891

Slight differences in Id3 could be caused by:892

– additional physics not modelled but existing in the realistic elastic wave propagation893

due to ball impacts. For example, seismic attenuation (e.g. anelastic attenuation, scat-894

tering) causing dissipation of energy as elastic waves propagate through the steel plate.895

Advanced modelling methodology could be expected in future work.896
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Fig. 16 Displacement-based instrumental responses and standard deviation over take-off
angles.

– experimental repeatability. Although we attempt to maintain the potential experimental897

setting, unexpected variations still occurred through tests.898

We take an example to illustrate the effect of slight differences in Id3 on the source899

characteristics of impact events. Assume this sensor detects a seismic magnitude of -5.849900

(reference) due to 3 mm steel ball impact using the Id3 from the test of θ = 0◦. If using the901

Id3 from the test of θ = 42.6◦, 52.4◦, the inferred seismic magnitudes are -5.855 and -5.833,902

respectively. Comparing these seismic magnitudes, we conclude that there exist negligible903

differences in the analyzed source characteristics resulted from different takeoff angles while904

the same sensor is used through tests.905
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