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Abstract17

The thickness-weighted average (TWA) framework, which treats the residual-mean flow18

as the prognostic variable, provides a clear theoretical formulation of the eddy feedback19

onto the residual-mean flow. The averaging operator involved in the TWA framework,20

although in theory being an ensemble mean, in practice has often been approximated21

by a temporal mean. Here, we analyze an ensemble of North Atlantic simulations at mesoscale-22

permitting resolution (1/12◦). We therefore recognize means and eddies in terms of en-23

semble means and fluctuations about those means. The ensemble dimension being or-24

thogonal to the temporal and spatial dimensions negates the necessity for an arbitrary25

temporal or spatial scale in defining the eddies. Eddy-mean flow feedbacks are encap-26

sulated in the Eliassen-Palm (E-P) flux tensor and its convergence indicates that eddy27

momentum fluxes dominate in the separated Gulf Stream. The eddies contribute to the28

zonal meandering of the Gulf Stream and smoothing of it in the meridional direction by29

decelerating the subpolar and subtropical gyres.30

Plain Language Summary31

We have greatly benefited from global climate simulations in gaining insight into32

what the climate would look like in an ever warming future. Due to computational con-33

straints, however, the oceanic component of such simulations have been poorly constrained;34

the storm systems in the ocean, often referred to as eddies, have the spatial scales of roughly35

several tens of kilometers and simulating the currents associated with eddies accurately36

on a global scale, which is on the order of thousands of kilometers, has remained chal-37

lenging. Although relatively small in scale compared to the global ocean, eddies have been38

known to modulate the climate by transporting heat from the equator to the poles. By39

running a regional simulation of the North Atlantic Ocean and taking advantage of re-40

cent theoretical developments, we implement a new framework to evaluate such simu-41

lations.42

1 Introduction43

Eddy-mean flow interaction has been a key framework in understanding jet forma-44

tion in geophysical flows such as in the atmosphere and ocean (Vallis, 2017). A promi-45

nent example of such a jet in the North Atlantic ocean is the Gulf Stream. Previous stud-46

ies have shown how eddies fluxing buoyancy and momentum back into the mean flow en-47

ergize the Gulf Stream (Lévy et al., 2010; Waterman & Lilly, 2015; Chassignet & Xu,48
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2017; Aluie et al., 2018). Basin-scale simulations, however, often lack sufficient spatial49

resolution to accurately resolve the eddies and hence, result in underestimating the eddy50

fluxes of momentum and tracers (Capet et al., 2008b; Arbic et al., 2013; Kjellsson & Zanna,51

2017; Balwada et al., 2018; Uchida et al., 2019; Schubert et al., 2020). Due to compu-52

tational constraints, we will continue to rely on models which only partially resolve the53

mesoscale, a scale roughly on the order of O(20-200 km) at which the ocean currents are54

most energetic (Stammer, 1997; Xu & Fu, 2011, 2012; Ajayi et al., 2020), for global ocean55

and climate simulations. As a result, there has been an on-going effort to develop energy-56

backscattering eddy parametrizations which incorporate the dynamical effects of eddy57

momentum fluxes due to otherwise unresolved mesoscale turbulence (e.g. Kitsios et al.,58

2013; Zanna et al., 2017; Berloff, 2018; Bachman et al., 2018; Bachman, 2019; Jansen et59

al., 2019; Perezhogin, 2019; Zanna & Bolton, 2020; Juricke et al., 2020).60

There has been less emphasis, however, on quantifying the spatial and temporal61

characteristics of the eddy buoyancy and momentum fluxes themselves, which the parametriza-62

tions are deemed to represent. The focus of this study is, therefore, to examine the dy-63

namical effects of mesoscale turbulence on the mean flow in realistic, partially air-sea cou-64

pled, eddying ensemble runs of the North Atlantic. The thickness-weighted average (TWA)65

framework, which treats the residual-mean velocity as a prognostic variable, allows for66

a straightforward theoretical expression of the eddy feedback onto the residual-mean flow67

(e.g. Gallimore & Johnson, 1981; Andrews, 1983; de Szoeke & Bennett, 1993; McDougall68

& McIntosh, 2001; Young, 2012; Maddison & Marshall, 2013; Aoki, 2014). It is well known69

in the atmospheric and Southern Ocean literature that it is the residual-mean flow, which70

is the residual that emerges upon the cancellation between the Eulerian mean flow and71

eddies, that captures the mean flow for heat and tracer transport (Vallis, 2017). The TWA72

framework has been fruitful in examining eddy-mean flow interaction in idealized mod-73

elling studies (e.g. D. P. Marshall et al., 2012; Cessi & Wolfe, 2013; Ringler et al., 2017;74

Bire & Wolfe, 2018). Here, we extend these studies to a realistic simulation of the North75

Atlantic.76

To our knowledge, Aiki and Richards (2008), Aoki et al. (2016) and Zhao and Mar-77

shall (2020) are the only studies that diagnose the TWA framework in realistic ocean sim-78

ulations. Aiki and Richards (2008), however, recompute the hydrostatic pressure using79

potential density for their off-line diagnosis in defining their buoyancy coordinate, which80

can result in significant discrepancies from the pressure field used in their on-line cal-81
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culation and consequently errors in the diagnosed geostrophic shear. Although Aoki et82

al. (2016) negate this complication between the buoyancy coordinate and mean pressure83

field by analyzing their outputs in geopotential coordinates, they compute the eddy com-84

ponent of the pressure term (F+ in their paper) using potential density, resulting in er-85

rors in the interfacial form stress (viz. this violates equation (10) described below for φ′86

and m′). The usage of geopotential coordinates also results in a truncation of Taylor ex-87

pansion about the mean position of buoyancy surfaces, limiting the accuracy of the eddy88

terms. Lastly, all three studies assume ergodicity. The ergodic assumption of treating89

a temporal mean equivalent to an ensemble mean, although a pragmatic one, prevents90

examining the temporal evolution of the residual-mean fields and conflates temporal vari-91

ability with the eddies, which can have leading-order consequences in quantifying the en-92

ergy cycle. By adjusting the temporal mean from monthly to annual, Aiki and Richards93

(2008, cf. Table 2 in their paper) show that the amount of kinetic and potential energy94

stored in the mean and eddy reservoirs can change by up to a factor of four. Eddy-mean95

flow interaction in the TWA framework, hence, warrants further investigation, and we96

believe our study is the first to strictly implement an ensemble mean in this context.97

When discussing eddy versus mean flow, one of the ambiguities lies in how the two98

are decomposed and interpreted (Bachman et al., 2015). As noted above, often, the ed-99

dies are defined from a practical standpoint as the deviation from a temporally and/or100

spatially coarse-grained field regardless of the coordinate system (e.g. Aiki & Richards,101

2008; Lévy et al., 2012; Sasaki et al., 2014; Griffies et al., 2015; Aoki et al., 2016; Uchida102

et al., 2017; Zhao & Marshall, 2020), which leaves open the question of how the filter-103

ing affects the decomposition. Due to the ensemble averaging nature of the TWA frame-104

work, we are able to uniquely define the two; the mean flow (ensemble mean) is the oceanic105

response to the surface boundary state and lateral bounday conditions, and the eddy (fluc-106

tuations about the ensemble mean) is the field due to intrinsic variability including mesoscale107

turbulence (Sérazin et al., 2017; Leroux et al., 2018).108

The paper is organized as follows: We describe the model configuration in section 2109

and briefly provide an overview of the TWA framework in section 3. The results are given110

in section 4. In particular, our dataset provides a unique opportunity to examine the va-111

lidity of the often assumed ergodicity when decomposing the flow into its eddy and mean112

flow components, which we give in section 4.2. Discussion and conclusions are given in113

section 5.114
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2 Model description115

We use the model outputs from the realistic runs described in Jamet et al. (2019b)116

and Jamet et al. (2020), which are a air-sea partially coupled, 48-member ensemble of117

the North Atlantic ocean at mesoscale-permitting resolution (1/12◦; or sometimes re-118

ferred to as ‘eddy rich’) using the hydrostatic configuration of the Massachusetts Insti-119

tute of Technology general circulation model (MITgcm; J. Marshall et al., 1997). We have120

46 vertical levels increasing from 6 m near the surface to 250 m at depth. Harmonic, bi-121

harmonic horizontal and vertical viscosity values of Ah2 = 20 m2 s−1, Ah4 = −1010 m4 s−1
122

and Av = 10−5 m2 s−1 were used respectively. For completeness, we provide a brief sum-123

mary of the configuration below.124

Figure 1 shows the bathymetry of the modelled domain extending from 20◦S to 55◦N.125

In order to save computational time and memory allocation, the North Atlantic basin126

was configured to zonally wrap around periodically. Open boundary conditions are ap-127

plied at the north and south boundaries of our domain and Strait of Gibraltar, such that128

oceanic velocities (u) and tracers (θ, s) are restored with a 36 minutes relaxation time129

scale toward a state derived by an ocean-only global Nucleus for European Modelling130

of the Ocean (NEMO) simulation (Molines et al., 2014, ORCA12.L46-MJM88 run in their131

paper, hereon referred to as ORCA12). The open boundary conditions are prescribed132

every five days from the ORCA12 run and linearly interpolated in between. A sponge133

layer is further applied to two adjacent grid points from the open boundaries where model134

variables are restored toward boundary conditions with a one-day relaxation time scale.135

In total, relaxation is applied along three grid points from the boundaries with it being136

the strongest at the boundary along with radiation conditions at the northern/southern137

most boundary. Although relatively short, no adverse effects were apparent upon inspec-138

tion in response to these relaxation time scales; e.g. changes in the open boundary con-139

ditions were seen to induce a physically consistent Atlantic Meridional Overturning Cir-140

culation response inside the domain (Jamet et al., 2020).141

The 48-member ensemble was constructed as follows: 48 oceanic states separated142

by 24 hours each were taken during an initial month-long integration beginning Decem-143

ber 8, 1962. Simulations initialized with these states were run under yearly repeating 1963144

atmospheric and boundary conditions. At the surface, the ocean is partially coupled to145

an atmospheric boundary layer model (CheapAML; Deremble et al., 2013). In Cheap-146

AML, atmospheric surface temperature and relative humidity respond to ocean surface147
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Figure 1. Bathymetry of the modelled domain. The domain was configured to wrap around

zonally in order to save computation and memory allocation when generating the ensemble. The

hatches indicate the northern and southern regions excluded from our analysis.

structures by exchanges of heat and humidity computed according to the Coupled Ocean–Atmosphere148

Response Experiment (COARE3; Fairall et al., 2003) flux formula, but are strongly re-149

stored toward prescribed values over land; there are no zonally propagating signals of150

climate teleconnection. The prescribed atmospheric state is taken from the Drakkar forc-151

ing set and boundary forcing from the ORCA12 run (details are given in Jamet et al.,152

2019a). After a year of integration from the 48 states, the last time step from each sim-153

ulation was taken as the initial condition for the ensuing ensemble members; each spun-154

up initial oceanic state is physically consistent with the atmospheric and boundary con-155

ditions of January 1, 1963 (details are given in Jamet et al., 2020). The ensemble mem-156

bers are then integrated forward in time for 5 years (1963-1967), and exposed to the same157

prescribed atmospheric state above the boundary layer and relaxation at the north/south158

boundaries across all ensemble members. (Note that the forcing and relaxation are no159

longer cyclic after the one-year spin-up phase.) During this interval, the oceanic state160

and the atmospheric boundary layer temperature and humidity evolve in time. In the161

following, we interpret the ensemble mean as the ocean response to the atmospheric state162

prescribed above the atmospheric boundary layer as well as the oceanic conditions im-163

posed at the open boundaries of the regional domain, while the ensemble spread is at-164

tributed to intrinsic ocean dynamics that develop at mesoscale-permitting resolution (Sérazin165

et al., 2017; Leroux et al., 2018; Jamet et al., 2019b).166
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The model outputs were saved as five-day averages. In the context of mesoscale dy-167

namics, which is the focus of this study, some temporal averaging is appropriate in or-168

der to filter out temporal scales shorter than the mesoscale eddies themselves. From a169

probabilistic perspective, the five-day averaging results in more Gaussian-like eddy statis-170

tics (based on the central-limit theorem). From a dynamical point of view, this does not171

allow us to close the residual-mean and eddy budgets (cf. G. Stanley, 2018, Section 4.4).172

Nevertheless, the ensemble dimension of our dataset provides an unique opportunity to173

examine the TWA eddy-mean flow interaction. In the following analysis, we exclude the174

northern and southern extent of 5◦ from our analysis to avoid effects from the open bound-175

ary conditions and sponge layer (Figure 1) and to maximize the signal of intrinsic vari-176

ability amongst the ensemble members. We also use the last year of output (1967) for177

the same reasons.178

3 Theory and implementation of thickness-weighted averaging179

The ocean is a stratified fluid, and the circulation and advection of tracers tend to180

align themselves along the stratified density surfaces. Hence, a natural way to under-181

stand the circulation is to consider the variables in a buoyancy framework and the residual-182

mean flow rather than the Eulerian mean flow. We leave the detailed derivation of the183

TWA framework to Young (2012, and references therein) and here, only provide a brief184

summary; the primitive equations in geopotential coordinates are first transformed to185

buoyancy coordinates upon which a thickness weighting and ensemble averaging along186

constant buoyancy surfaces are applied to obtain the TWA governing equations. Follow-187

ing the notation by Young (2012) and Ringler et al. (2017), the TWA horizontal momen-188

tum equations in the buoyancy coordinate system (t̃, x̃, ỹ, b̃) are:189

ût̃ + ûûx̃ + v̂ûỹ + $̂ûb̃ − fv̂ +mx̃ = −e1 · (∇̃ ·E) + X̂ (1)190

191

v̂t̃ + ûv̂x̃ + v̂v̂ỹ + $̂v̂b̃ + fû+mỹ = −e2 · (∇̃ ·E) + Ŷ (2)192

where (·) and (̂·) def
= σ−1σ(·) are the ensemble averaged and TWA variables respectively193

where σ(= ζb̃) is the thickness and ζ the depth of an iso-surface of buoyancy. The sub-194

scripts denote partial derivatives. The Montgomery potential is m = φ
∼
− b̃ζ where φ

∼
195

is the dynamically active part of hydrostatic pressure. $ is the dia-surface velocity across196

buoyancy contours, which we detail below for a realistic equation of state (EOS) for den-197

sity. The vectors e1 = i + ζ x̃k and e2 = j + ζ ỹk form the basis vectors spanning the198

buoyancy horizontal space where i, j and k are the Cartesian geopotential unit vectors,199

–7–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

and E is the E-P flux tensor described in detail in Section 4.1. Although each ensem-200

ble member has an individual basis (e1, e2), the E-P flux divergence yields no cross terms201

upon averaging as the TWA operator commutes with the divergence of E (for mathe-202

matical details, see Section 3.4 in Maddison & Marshall, 2013); this allows for the ten-203

sor expression in equations (1) and (2). X and Y are the viscous and forcing terms.204

One subtle yet important point involves the buoyancy coordinate (b̃) for a realis-205

tic, non-linear EOS (Jackett & McDougall, 1995). The analysis in Young (2012) implic-206

itly assumes a linear EOS. With a realistic EOS, defining the vertical coordinate using207

potential density introduces errors. However, what constitutes a better buoyancy vari-208

able is the subject of some debate (e.g. Montgomery, 1937; Jackett & McDougall, 1997;209

McDougall & Jackett, 2005; de Szoeke & Springer, 2009; Klocker et al., 2009; Tailleux,210

2016; Lang et al., 2020). Although other choices are possible, we argue for the use of in-211

situ density anomaly (δ
def
= ρ − ρ

∼
(z) where ρ is the in-situ density and ρ

∼
is a function212

of only depth; Montgomery, 1937; G. J. Stanley, 2019). With density anomaly, buoyancy213

can be defined as:214

b
∼

def
= − g

ρ0
δ

def
= b̃ (3)215

where b̃ denotes the vertical coordinate and ρ0 = 999.8 kg m−3 the Boussinesq refer-216

ence density prescribed in MITgcm. The undertilde is kept to remind the reader that217

buoyancy is defined with density anomaly. The question becomes how to choose ρ
∼

(z)218

so that monotonicity is maintained (b
∼z

> 0). The vertical derivative of the in-situ den-219

sity anomaly can be decomposed as:220

δz = ρz −
d

dz
ρ
∼

= ρΦ
dΦ

dz
− d

dz
ρ
∼

=
−ρ0g

c2s
− d

dz
ρ
∼
, (4)221

where Φ = −ρ0gz is the dynamically non-active part of hydrostatic pressure and cs is222

the sound speed. For simplicity, we can write d
dz ρ∼

def
= −ρ0gC−2

s where Cs = Cs(z) is a223

function of only depth, which yields:224

b
∼z

= − g

ρ0
δz = g2 C2

s − c2s
c2sC2

s

. (5)225

Denoting Cs = cs + ∆ where c−1
s ∆ � 1, the right-hand side (RHS) of equation (5)226

becomes:227

g2 (cs + ∆)2 − c2s
c2sC2

s

≈ g2

C2
s

[(
1 +

2∆

cs

)
− 1
]

=
2g2∆

csC2
s

∼ O(10−6). (6)228

Hence, so long as Cs & cs, monotonicity is assured while removing a large portion of229

compressibility, i.e. the iso-surfaces of b
∼

become close to neutral surfaces. In practice,230
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we chose Cs to be larger than the maximum sound speed by 10−5 m s−1 at each depth231

over the entire ensemble in order to avoid a singularity (viz. b
∼z

= 0). With Cs deter-232

mined, integrating for ρ
∼

gives:233

ρ
∼

= −
∫ 0

z

ρ0g

Cs
dz + ρ0, (7)234

which reduces to ρ
∼
|z=0 = ρ0. The buoyancy equation using the in-situ density anomaly235

becomes:236

D

Dt
b
∼

= b
∼θ
θ̇ + b

∼s
ṡ+ b

∼z

Dz

Dt
(8)237

= B + wg2 C2
s − c2s
c2sC2

s

, (9)238

239

where B def
= b
∼θ
θ̇+b
∼s
ṡ, and θ̇ and ṡ are the net diabatic contributions on potential tem-240

perature and practical salinity respectively, which we approximate by diagnosing off-line241

the sum of harmonic and biharmonic diffusion below the mixed layer using the five-day242

averaged outputs of θ and s. We summarize the RHS of (9) as the dia-surface velocity243

$
def
= B + wg2 C2s−c

2
s

c2sC2s
.244

A further requirement of the TWA framework is that the pressure anomaly defined245

by such buoyancy coordinate translates into a body force in the buoyancy coordinate246

∇hφ
∼

(z) 7−→ ∇hφ
∼

(b̃) = ∇̃hm, (10)247

where the subscript (·)h represents the horizontal gradient and ∇̃h = (∂x̃, ∂ỹ). Using248

in-situ buoyancy anomaly, the pressure anomaly becomes:249

φ
∼

(z) =

∫
b
∼
dz, (11)250

while the pressure anomaly for a Boussinesq hydrostatic fluid is:251

φ(z) =

∫
− g

ρ0
(ρ− ρ0) dz. (12)252

Since ρ
∼

is only a function of depth, the horizontal gradient of the two remain identical253

(∇hφ
∼

= ∇hφ) and equation (10) holds. (We note that equation (10) does not hold for254

pressure anomaly defined by potential density when the EOS is non-linear, and while255

more elaborate techniques may improve the neutrality of δ, the relation to the dynam-256

ics is non-trivial for other density variables such as neutral and orthobaric densities.) The257

use of in-situ density anomaly to define the buoyancy coordinate maintains the desir-258

able properties of a unique, statically stable vertical coordinate and a simple hydrostatic259
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balance (σ = ζb̃ = −mb̃b̃) while removing roughly 99% of the effect of compressibility260

basin wide at each depth (
g2(c−2

s −C
−2
s )

g2c−2
s

≈ 2cs∆
C2s
∼ O(10−2)). For a non-linear EOS, a261

material conservation of potential vorticity (PV) and non-acceleration conditions do not262

exist (cf. Vallis, 2017, Chapter 4). Discussion regarding the energetics are given in Ap-263

pendix A.264

The raw simulation outputs were in geopotential coordinates so we first remapped265

all of the variables in equations (1) and (2) onto 55 buoyancy levels spread across the266

range of b̃ ∈ (−0.196,−0.287) m s−2 (with the mathematical formulation of δ = δ0 +267

Aδ
tanh (τ)−tanh (0)

tanh (τmax)−tanh (0) where δ0 = 20 kg m−3, Aδ = 9.2 kg m−3, and τ ∈ [0, 2) in order268

to account for the abyssal weak stratification):269

(u, v, b
∼
,∇hφ

∼
, θ, s,$)(t, x, y, z) 7−→ (u, v, ζ, ∇̃hm, θ, s,$)(t̃, x̃, ỹ, b̃) (13)270

using the fastjmd95 Python package to compute the in-situ density and its partial deriva-271

tives (Abernathey, 2020), and the xgcm Python package (Abernathey et al., 2021; Jones272

et al., 2020; Busecke & Abernathey, 2020) which allows for coordinate remapping con-273

sistent with the finite-volume discretization of MITgcm. The horizontal velocity vector274

becomes ui + vj 7−→ ue1 + ve2. For the horizontal pressure anomaly gradient, we re-275

computed the pressure anomaly using the five-day averaged outputs have and have in-276

voked the identity (10).277

4 Results278

We start by showing the time series of domain-averaged horizontal kinetic energy279

(KE) and potential temperature, and an arbitrary buoyancy iso-surface (Figure 2). Fig-280

ure 2a shows the simulation has a prominent seasonal cycle with the KE and temper-281

ature both peaking in summer. In Figure 2, we also show the residual-mean fields on Jan-282

uary 3, 1967, the first day of the year of output we analyze. The depth of the buoyancy283

level shown in Figure 2c is below the ensemble-mean mixed-layer depth (MLD; Figure 2b)284

basin wide where diabatic effects are small, but is shallow enough to capture the imprint285

of the Gulf Stream; the iso-surface shoals drastically across the latitude of ∼ 38◦N where286

the separated Gulf Stream is situated (Figure 2d). The ensemble-mean MLD was com-287

puted as the depth at which the potential density computed from ensemble-mean tem-288

perature and salinity fields increased by 0.03 kg m−3 from the density at 10 m depth (MLD
def
=289

MLD(θ, s); de Boyer Montégut et al., 2004). The residual-mean KE field (MKE, K# def
=290

|û|2/2; Figure 2d) shows the characteristic features of the Gulf Stream, North Brazil Cur-291
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rent and equatorial undercurrent. The North Brazil Current, although having large val-292

ues in KE, shows no imprint on the buoyancy depth (Figure 2c). The residual-mean Rossby293

number (Ro# def
= f−1(v̂x̃−ûỹ)) shown in Figure 2e is smaller than unity indicating that294

over most of the North Atlantic basin, the residual-mean flow in the interior is balanced295

in our model with the exception of regions with energetic currents, e.g. the Gulf Stream,296

loop current in the Gulf of Mexico and the North Brazil Current. Near the equator, the297

Coriolis parameter becomes small leading to large Rossby numbers. The kinematics of298

discretizing the gradients in buoyancy coordinates are given in Appendix B. We now move299

on to examine the eddy feedback onto the (residual) mean flow. Hereon, we drop the pre-300

fix ‘residual’ unless required for clarity.301

4.1 The Eliassen-Palm flux302

The E-P flux tensor (E) in the TWA framework (eqns. (1) and (2)) is:303

E =


û′′u′′ + 1

2σ ζ
′2 û′′v′′ 0

v̂′′u′′ v̂′′v′′ + 1
2σ ζ
′2 0

$̂′′u′′ + 1
σ ζ
′m′x̃ $̂′′v′′ + 1

σ ζ
′m′ỹ 0

 (14)304

where (·)′′ = (·) − (̂·) and (·)′ = (·) − (·) are the residual from the thickness-weighted305

and ensemble averages respectively (Maddison & Marshall, 2013; Aoki, 2014; Ringler et306

al., 2017). The two are related via the (eddy-induced) bolus velocity (Greatbatch, 1998;307

McDougall & McIntosh, 2001):308

u′′ = u− σu

σ
= u + u′ − (σ + σ′)(u + u′)

σ
(15)309

= u′ +
σ′u′

σ
. (16)310

311

We show each term in equation (14) in Figure 3. The Reynolds stress term û′′v′′ is as-312

sociated with barotropic processes in analogy to atmospheric jets (Figure 3a; Aoki et al.,313

2016; Jamet et al., 2021; Vallis, 2017, Chapter 15). The eddy momentum flux terms (û′′2, v̂′′2)314

in Figure 3c,d are seen to exchange momentum between eddies and the mean flow, i.e.315

to accelerate or decelerate the Gulf Stream as they affect the horizontal shear upon tak-316

ing their gradients. The term due to the vertical displacement of buoyancy layer ( 1
2σ ζ
′2)317

is related to the eddy potential energy (EPE; cf. equations A27-A30). The interfacial318

form stress (ζ ′∇̃hm′; Figure 3e,f) associated with baroclinic instability is “deceivingly”319

orders of magnitude smaller than the other terms. However, it is the divergence of the320

E-P flux and not the flux itself that goes into the momentum equations, and the hor-321

–11–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

a

d

b c

e

Figure 2. Time series of the domain-averaged total KE (black) and potential temperature

(red) for the 48 ensemble members between 15◦S-50◦N. The thick lines show the ensemble mean

and the thin lines each ensemble member a. b,c The ensemble-mean MLD on January 3, 1967

and depth of the iso-surface of buoyancy b̃ = −0.26 m s−2. d,e The residual-mean KE (K#) and

Rossby number (Ro#) on the same buoyancy surface.
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Figure 3. The residual-mean Ertel potential vorticity normalized by the local Coriolis param-

eter (Π#/f
def
= σ−1(1 + Ro#)) a and terms in the E-P flux tensor b-f on January 3, 1967 on the

iso-surface of buoyancy as in Figure 2. Note the scaling factors on panels a, e and f.

izontal (∇̃h) and vertical gradient (∂b̃) differ by roughly O(106). The contribution from322

the adiabatic and compressibility effects (i.e. the terms with $) were smaller than the323

interfacial form stress by another order of magnitude or more in the subtropics (not shown).324

It is quite surprising that the signals in the equatorial undercurrent region, although hav-325

ing relatively high KE (Figure 2d), are significantly smaller than in the Gulf Stream and326

North Brazil Current regions, virtually not visible in Figure 3. This implies that the mean327

flow dominates over the eddies in the equatorial region.328
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Writing out the E-P flux divergence in eqns. (1) and (2) gives:329

−e1 · (∇̃ ·E) = −σ−1
([
σ(û′′u′′ +

1

2σ
ζ ′2)
]
x̃

+
[
σv̂′′u′′

]
ỹ

+
[
σ($̂′′u′′ +

1

σ
ζ ′m′x̃)

]
b̃

)
(17)330

= −σ−1
(

[σu′′u′′ + ζ ′2/2]x̃ + [σv′′u′′]ỹ + [σ$′′u′′ + ζ ′m′x̃]b̃

)
, (18)331

def
= −(E00

x̃ + E10
ỹ + E20

b̃
) (19)332

333
334

−e2 · (∇̃ ·E) = −σ−1
([
σû′′v′′

]
x̃

+
[
σ(v̂′′v′′ +

1

2σ
ζ ′2)
]
ỹ

+
[
σ($̂′′v′′ +

1

σ
ζ ′m′ỹ)

]
b̃

)
(20)335

= −σ−1
(

[σu′′v′′]x̃ + [σv′′v′′ + ζ ′2/2]ỹ + [σ$′′v′′ + ζ ′m′ỹ]b̃

)
, (21)336

def
= −(E01

x̃ + E11
ỹ + E21

b̃
). (22)337

338

As the signal in the North Atlantic basin is the largest in the separated Gulf Stream re-339

gion (Figure 3), we show each term in the E-P flux divergence north of 25◦N (Figure 4).340

The large signal is consistent with Jamet et al. (2021) where they found the subtropi-341

cal gyre to be a Fofonoff-like inertial circulation (Fofonoff, 1981), and that the separated342

jet was where the energy input from surface winds were predominantly lost to eddies.343

The divergence of interfacial form stress (E20
b̃
, E21

b̃
) becomes larger than the divergence344

of the Reynolds stress terms (E10
ỹ , E

01
x̃ ), which are the smallest amongst the three terms345

in the E-P flux convergence (Figure 4b,c). The contribution from the terms with dia-346

surface velocity ($′′) was roughly two-orders of magnitude smaller than the other terms347

in the E-P flux convergence in the adiabatic interior (not shown), which supports the348

neutrality of δ to define the buoyancy surfaces. Right at the separation of the Gulf Stream349

west of 290◦E and around 36◦N, the convergence of eddy momentum flux and potential350

energy, and interfacial form stress (i.e. baroclinic instability) tend to counteract each other;351

in the zonal direction, the eddy momentum flux and potential energy convergence tends352

to decelerate the Gulf Stream while as baroclinic instability tends to accelerate it (Fig-353

ure 4a,e). The repeating positive and negative features further downstream are roughly354

on the scales of the Rossby deformation radius, consistent with Uchida, Deremble, De-355

war, and Penduff (2021) where they diagnosed the E-P flux convergence from a 101-member356

quasi-geostrophic double-gyre ensemble. In the meridional direction, the eddy momen-357

tum flux and potential energy convergence tends to smooth out the Gulf Stream (decel-358

erate the jet in the subpolar gyre by injecting northward momentum, and southward mo-359

mentum in the subtropical gyre) while baroclinic instability tends to sharpen it (Figure 4d,f).360

361

We now examine further details in the separated Gulf Stream, a region where ed-362

dies have been shown to modulate the mean flow structure (e.g. Cronin, 1996; Chassignet363
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Figure 4. The terms in the convergence of E-P flux tensor on January 3, 1967 on the iso-

surface of b̃ = −0.26 m s−2 a-f. Positive values (red shadings) indicate the eddies fluxing mo-

mentum to the mean flow and vice versa. The panels are laid out so that summing up the top

three rows per column yields the total zonal (−e1 · (∇̃ · E)) g and meridional E-P flux divergence

(−e2 · (∇̃ · E)) h respectively. The contours in grey shading east of 285◦E indicate the 400, 300

and 200 m depth of the buoyancy surface.
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& Xu, 2021), as seasonal means in order to capture representative features. Winter is364

defined as the months of January, February, March, and summer as July, August, Septem-365

ber. Upon separation, the zonal E-P flux convergence tends to decelerate the Gulf Stream.366

The repeating features of positive and negative values for the zonal component of the367

E-P flux convergence persist and are likely associated to the jet meandering (Figure 5a,c).368

In the meridional direction, the E-P flux convergence tends to smooth out the separated369

Gulf Stream in the meridional direction (decelerate the jet northwards in the subtrop-370

ical gyre on the North flank of the separated Gulf Stream and southwards in the sub-371

polar gyre; Figure 4b,d) although this largely being contained west of 310◦E. East of 310◦E,372

the E-P flux convergence tends to shift the North Atlantic Current east and southwards373

in the open ocean, while northwards closer to the continental rise. Examining the merid-374

ional transect averaged over the zonal extent of 290◦E-305◦E where the separated Gulf375

Steam is roughly zonal (Figure 2d), the separated Gulf Stream can be identified with376

the steep shoaling of the iso-surfaces of buoyancy between 36◦N-40◦N (Figure 5e-h). The377

overall magnitude and reversal in sign at the core of the jet (around 37.5◦N) with dimin-378

ishing amplitude with depth for the zonal E-P flux divergence during winter (−e1·(∇̃·379

E); Figures 5g, 6a,b) is roughly in agreement with Ringler et al. (2017, their Figure 6380

where the sign convention in equation (17) is reversed from ours for the eddy forcing term381

and their units are in [m s−1 day−1]) where they diagnosed an idealized zonally re-entrant382

jet. It is interesting to note, however, that the vertical structure of the E-P flux conver-383

gence is much smoother and barotropic during the summer with a consistent decelera-384

tion of the jet on its northern flank and acceleration on its southern flank (Figures 5g,385

6e,f).386

In Figure 6, we show the vertical profile of the seasonal E-P flux convergence along387

with each component in equations (17) and (20) area averaged over the zonal extent of388

290◦E-305◦E. The E-P flux convergence closely follows that of the interfacial form stress389

convergence (i.e. baroclinic instability) with the Reynolds stress due to cross correlation390

between the zonal and meridional eddy momentum (E10
ỹ , E

01
x̃ ; orange lines) taking the391

smallest magnitude. The amplitude of interfacial form stress convergence is larger near392

the surface (viz. larger buoyancy values), which is expected from the seasonal surface393

forcing affecting the isopycnal tilt and hence baroclinicity of the surface flow. The merid-394

ional smoothing of the separated Gulf Stream is also apparent from the vertical profiles395

with the meridional E-P flux convergence taking negative values on the southern flank396
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Figure 5. The seasonal mean of the zonal and meridional E-P flux convergence for winter and

summer a-d. The contours in grey shading indicate the 400, 300 and 200 m depth of the buoy-

ancy surface. e-h The zonal-mean transect between 290◦E-305◦E of the E-P flux convergence is

shown in colored shading and ensemble-mean depth in black contours. The iso-surface of buoy-

ancy used through Figures 2-4 is shown as the grey dashed line. The masked out region north

of 30◦N near the surface during winter is where the iso-surfaces of buoyancy outcrop across all

ensemble members. We see that more buoyancy surfaces outcrop during winter.
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e f hg

[m s−2] [m s−2]

[m s−2][m s−2]

Figure 6. Vertical profile of the area-averaged, seasonal zonal and meridional E-P flux conver-

gence north and south of the separated Gulf Stream over the zonal extent 290◦E-305◦E. The area

averaging is separated between 35◦N-37.5◦N and 37.5◦N-40◦N. The top panels show the seasonal

mean for winter and bottom for summer.

of the jet and positive values on the northern flank. The convergence of eddy momen-397

tum flux and potential energy tends to mirror that of interfacial form stress (blue and398

green lines in Figure 6). This counteracting balance is consistent with what Aoki et al.399

(2016, the terms ∂xR
x and ∂z(R

z+F+
a ) in their Figures 5a and 6) found in the Kuroshio400

extension region.401

4.2 The ergodic assumption402

In this section, we replace the averaging operator with the temporal mean of the403

50 years of output ((·)
t
, (·)′t def

= (·) − (·)
t
) from a single arbitrary realization (realiza-404

tion 00 to be specific) to examine the ergodic assumption and compare with our TWA405

results. Realization 00 was taken from a 24-member ensemble originally designed for a406

different study (Jamet et al., 2019b). The 48 members discussed above were constructed407

by adding 24 members to the first five years of this dataset. The TWA operator now be-408

comes (̂·)
t def

= σt
−1
σ(·)

t
and eddies (·)′′t def

= (·) − (̂·)
t
. The maximum sound speed per409
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depth (Cs) was recomputed for the 50 years of realization 00 in remapping the coordi-410

nate system. Although the averaging operator is now along the time dimension, we note411

that this is different from the Temporal-Residual Mean (TRM) framework developed by412

McDougall and McIntosh (2001) in the sense that our variables are thickness weighted.413

The hope of applying the ergodic assumption to a temporally varying system, as we have414

shown in previous sections, is that for a sufficiently long time series, such sub- and inter-415

annual variability will cancel out with only the stationary feature being extracted in the416

‘mean’ flow.417

In Figure 7, we show the climatological E-P flux convergence from realization 00.418

In other words, all time scales shorter than 50 years are now relegated to the eddies. While419

having similar spatial structures to Figures 4 and 5a-d, they are more spread out with420

less detail. In particular, the seasonality is obscured by the climatological mean of 50421

years and becomes similar to the summertime of the 48-member ensemble (Figure 5c,d).422

In other words, it misses the variability we see during wintertime (Figure 5a,b). Con-423

sidering the 50-year time scale of averaging, the signals that emerge in the climatolog-424

ical E-P flux convergence are likely due to standing eddies. The climatological zonal-mean425

transect also resemble the ensemble summertime albeit with weaker amplitude (Figures 5e-426

h and 8) where the eddies tend to zonally decelerate the separated Gulf Stream on its427

northern flank and accelerate it on its southern flank (Figure 8a). In the meridional di-428

rection, the eddies tend to decelerate the subpolar gyre on the northern flank of the sep-429

arated Gulf Stream and the subtropical gyre on its southern flank (Figure 8b).430

Taking the climatological time mean of 50 years of output is perhaps the most con-431

servative definition of the mean flow under ergodicity. We, therefore, now loosen the tem-432

poral averaging to a climatological annual cycle in defining the residual mean flow. In433

doing so, we chunk the 50 years into 50 annual segments and take their average to pro-434

duce a single segment of ∼ 365 days. Namely, we treat each year as an individual re-435

alization of the ocean, generating a pseudo 50-member year-long ensemble. The eddies436

are now defined as fluctuations about this climatological annual cycle. In Figure 9, we437

show the MKE on a buoyancy level on January 3 with similar depths diagnosed from438

the ensemble and realization 00. While the maximum MKE amplitudes are similar, the439

mean flow is more spread out in realization 00. This likely comes from the different paths440

the Gulf Stream takes resulting as a response to different yearly atmospheric states, which441

get averaged all together. In other words, while the degrees of freedom are similar be-442
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Figure 7. The terms in the climatological convergence of E-P flux tensor on the iso-surface

of b̃ = −0.26 m s−2 from realization 00 a-d. We do not show the terms due to the Reynolds

stress (û′′tv′′t
t

) as they were negligible compared to the other terms, and omit the supercript t

on variables with primes to avoid the clutter. e,f Climatology of the total zonal (−e1 · (∇̃ · E))

and meridional E-P flux divergence (−e2 · (∇̃ ·E)) respectively. The contours in grey shading east

of 285◦E indicate the 400, 300 and 200 m depth of the buoyancy surface.

a b

Figure 8. The climatological zonal-mean transect between 290◦E-305◦E of the E-P flux con-

vergence is shown in colored shading and ensemble-mean depth in black contours from realization

00 a,b. The iso-surface of buoyancy used in Figure 7 is shown as the grey dashed line.
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b

Figure 9. The (residual) mean KE on January 3 from the ensemble (K#) and realization 00

(K#t) on buoyancy levels with similar depth a,b. The regions with outcropping buoyancy surface

are masked out. The colors indicate the MKE and contours in grey scaling show the depths for

50, 100, 200 and 300 m. c Time series of domain averaged MKE (K# and K#t) in black plotted

against the left y axis and EKE (K̂ ) in red plotted against the right y axis. The domain was

taken over the horizontal extent shown in panels a,b. Note the difference in magnitudes of order

on the y axes.

tween the ensemble (48 members) and realization 00 (50 members assuming a decorre-443

lation time scale of a year), the ensemble mean captures the oceanic response to the at-444

mospheric state specific to 1967. Realization 00, on the other hand, implies that 50 years445

are not sufficient for the ‘eddies’ to cancel out upon averaging for a climatological an-446

nual cycle and the mean flow becomes ill defined.447

The imprint of fluctuations from each year onto the MKE domain averaged over448

the depths of ∼50-500 m (b̃ ∈ (−0.25,−0.26)) result in its seasonality to differ from the449

ensemble mean; realization 00 takes its maximum around March while the ensemble around450

August (black solid and dashed lines in Figure 9c respectively). However, the season-451

ality in the area averaged MKE from realization 00 on b̃ = −0.26 shows a summertime452

maximum (black dot-dashed line in Figure 9c). This implies that the discrepancy be-453

tween K# and K#t results from the surface ocean being sensitive to the atmospheric454

state while being less so in the interior. Indeed, the domain averaged eddy KE (EKE;455
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Figure 10. The E-P flux convergence from realization 00 for the climatological winter and

summer on the iso-surface of b̃ = −0.26 m s−2. The contours in grey shading east of 285◦E

indicate the 400, 300 and 200 m depth of the buoyancy surface.

see Appendix A for definition) diagnosed from the ensemble shows a maximum during456

winter when the surface ocean is more susceptible to baroclinic instability due to atmo-457

spheric cooling (red line in Figure 9c; Uchida et al., 2017). We conclude that in the pro-458

cess of creating a climatological annual cycle, we convolute the oceanic response to dif-459

ferent atmospheric states (i.e. interannual variability) and contaminate the eddy-mean460

flow decomposition. The ill defined mean flow also imprints itself onto the E-P flux con-461

vergence for the climatological winter and summer as we show in Figure 10, which ar-462

guably looks noisier than Figure 5a-d particularly north of the 300 m depth contour in463

the subpolar gyre.464

5 Discussion and summary465

By running a 48-member ensemble run of the North Atlantic Ocean at mesoscale-466

permitting resolution (1/12◦), we have shown that the thickness-weighted average (TWA)467

framework can be employed successfully in diagnosing eddy-mean flow interactions in468

a realistic ocean simulation. In doing so, we have introduced a new buoyancy variable469

for a realistic EOS, which is neutral and dynamically consistent; both characteristics are470

necessary for the TWA analysis. The ensemble approach negates the necessity for any471

temporal averaging in defining the residual-mean flow; we are able to exclude any tem-472
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poral variability, such as seasonal and interannual fluctuations, from the eddy term and473

extract the intrinsic variability of the ocean. We show that the Eliassen-Palm (E-P) flux474

convergence (i.e. negative divergence), which encapsulates the eddy feedback onto the475

mean flow (Maddison & Marshall, 2013), tends to flux northward momentum to Gulf476

Stream on its northern flank and southward moment on its southern flank (−e2 · (∇̃ ·477

E); Figure 5b,d,f,h); i.e. the eddies tend to smooth out the Gulf Stream in the merid-478

ional direction.479

Modelling studies with varying spatial resolution have shown that the Gulf Stream480

tends to overshoot northwards and the North Atlantic Current (NAC) flows too zonally481

in coarse resolution models (e.g. Lévy et al., 2010; Chassignet & Xu, 2017, 2021). The482

overshooting may partially be attributable to eddy feedback being insufficiently resolved483

at mesoscale-permitting resolutions, in addition to unresolved submesoscale boundary484

layer processes (e.g. Renault et al., 2016). In particular, it would be interesting to see485

whether further increasing the model resolution would increase the amplitude of baro-486

clinic instability near the surface (E20
b̃
, E21

b̃
) and convergence of eddy momentum flux487

and potential energy in the interior (E00
x̃ , E

11
ỹ ), which tend to acccelerate the jet south-488

ward in the subpolar gyre and decelerate it southward in the subtropical gyre upon the489

Gulf Stream separation west of 290◦E (i.e. shift the jet southwards) as we see from their490

annual means (Figure 11). The same could be said for a better representation of the NAC491

path where the eddies in our model tend to flux northward momentum into the mean492

flow and hence allow for its north-eastward turn near the continental rise of the Grand493

Banks (Figures 4 and 5). Although it is beyond the scope of this study, the significance494

of baroclinic processes will likely increase with resolution as mixed-layer instability be-495

comes better resolved (Boccaletti et al., 2007; Capet et al., 2008a, 2008b; Su et al., 2018;496

Uchida et al., 2019; Yang et al., 2021).497

We have also examined the often assumed ergodicity in decomposing the eddy and498

mean flow by replacing the averaging operator with a 50-year time mean for a single re-499

alization within the ensemble. To some extent, the agreement between Figures 4, 5, 11500

and 7 implies that the ensemble size of 48 is able to extract the eddy signals that emerge501

at mesoscale-permitting resolution. Amplitudes of the 95% confidence interval of the terms502

in E-P flux convergence being smaller than one-third of the amplitudes of the conver-503

gence itself supports the statistical significance of our eddy signals diagnosed from the504

ensemble (Figures 4 and C1). The difference between the ensemble and 50-year clima-505
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Figure 11. The annual mean of the covergence of eddy momentum flux and potential energy,

and interfacial form stress for b̃ = −0.26 a-d. The contours in grey shading east of 285◦E indicate

the 400, 300 and 200 m depth of the buoyancy surface. e-h The annual and zonal mean transect

between 290◦E-305◦E of the E-P flux convergence is shown in colored shading and ensemble-

mean depth in black contours. The iso-surface of buoyancy used through panels a-d is shown as

the grey dashed line.
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tology of an arbitrary realization amongst the ensemble (realization 00), on the other506

hand, likely comes from seasonal, interannual and decadal variability, and transient ed-507

dies, which are obscured in the climatological view. Loosening the time mean to a cli-508

matological annual cycle for the mean flow, on the other hand, convolutes the oceanic509

response to interannual variability in the atmospheric forcing and contaminates the eddy-510

mean flow decomposition (Figure 9). This is consistent with Aiki and Richards (2008)511

where they found the energy stored in the mean and eddy flow to change depending on512

the duration of the temporal averaging applied. While it is not our intention to claim513

whether defining the mean flow via a time mean is correct or not for realistic simulations,514

our results imply that one should be mindful of what goes into defining the mean flow515

and consequently the eddies.516

Lastly, ensemble modelling has shown us that a small perturbation to the non-linear517

system can lead to very different states of the ocean and climate (e.g. Bessières et al.,518

2017; Maher et al., 2019; Jamet et al., 2019b; Uchida, Deremble, & Penduff, 2021; Fedele519

et al., 2021). In light of this, we argue that it is important to consider the full tempo-520

ral variability of the ocean and that eddy parametrizations should incorporate informa-521

tion of the time-varying eddy-mean flow interaction and not just its climatological state.522

Appendix A Energetics under a non-linear equation of state523

In this Appendix, we derive the energetics in a similar manner to Aiki et al. (2016)524

but in a framework consistent with the ensemble formalism and a realistic EOS. The TWA525

residual-mean horizontal momentum equation in geopotential coordinates neglecting dis-526

sipation is (Young, 2012; Ringler et al., 2017):527

ût + v# · ∇û + fk× û = −∇hφ
# − e · (∇ ·E), (A1)528

where v# def
= ûi + v̂j + w#k and φ# def

= m(t̃, x̃, ỹ, b#(t, x, y, z)) + b#z are the residual-529

mean velocity and hydrostatic pressure anomaly. It is important to keep in mind that530

the “z” here is the ensemble averaged depth of an iso-surface of buoyancy, viz. z = ζ(t̃, x̃, ỹ, b#(t, x, y, z)).531

The residual-mean kinetic energy (MKE; K# = |û|2/2) budget becomes:532

K#
t + v# · ∇K# = −û · ∇hφ

# − û ·
[
e · (∇ ·E)

]
(A2)533

= −û · ∇hφ
# − w#φ#

z + w#b# − û ·
[
e · (∇ ·E)

]
(A3)534

= −v# · ∇φ# + w#b# − û ·
[
e · (∇ ·E)

]
. (A4)535

536
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We can now define the mean dynamic enthalpy as (McDougall, 2003; Young, 2010):537

h# def
=

∫ Φ#

Φ0

b#(θ, s,Φ#)

g
dΦ#′ =

∫ 0

z

b#dz′, (A5)538

where Φ# = Φ0−gz is the dynamically non-active part of the hydrostatic pressure to539

be consistent with the Boussinesq approximation. The material derivative of h#(θ, s,Φ#)540

is:541

D#

Dt
h# = h#

Φ#

D#Φ#

Dt
+ h#

θ

D#θ

Dt
+ h#

s

D#s

Dt
(A6)542

= h#
Φ#Φ#

z

D#z

Dt
+ h#

θ

D#θ

Dt
+ h#

s

D#s

Dt
(A7)543

= −w#b# + h#

θ

D#θ

Dt
+ h#

s

D#s

Dt
. (A8)544

545

Therefore,546

D#

Dt
(K# + h#) = −∇ · v#φ# +H# − û ·

[
e · (∇ ·E)

]
, (A9)547

where H# def
= h#

θ
D#θ
Dt + h#

s
D#s
Dt and we have invoked ∇ · v# = 0.548

On the other hand, the total KE budget remapped onto buoyancy coordinate is:549

DK

Dt
= −∇̃ · vφ+ wb̃, (A10)550

where v
def
= v1e1 + v2e2 + v3e3 = ue1 + ve2 +

(
$ +

ζt̃
σ

)
e3 and ∇̃ · v = σ−1

[
(σv1)x̃ +551

(σv2)ỹ + (σv3)b̃
]

(= 0) is the three-dimensional divergence. Defining the dynamic en-552

thalpy in a similar manner as in equation (A5), namely,553

h =

∫ 0

ζ

b̃ dζ ′ =

∫ bsurf

b̃

b′σ db′, (A11)554

yields:555

D

Dt
(K + h) = −∇̃ · vφ+H, (A12)556

where H def
= hθ

Dθ
Dt+hs

Ds
Dt . Ensemble averaging after thickness weighting equation (A12)557

gives:558

σ
D

Dt
(K + h) = −σ∇̃ · vφ+ σH (A13)559

= −σ∇̃ · vφ
∧

+ σĤ, (A14)560
561

The total KE can be expanded as:562

K =
1

2
|û + u′′|2 (A15)563

=
|û|2

2
+
|u′′|2

2
+ ûu′′ + v̂v′′ (A16)564

def
= K# + K + ûu′′ + v̂v′′, (A17)565566
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so plugging in equation (A17), and keeping in mind that (̂·) = (̂·) and σ(·)′′ = 0, each567

term on the left-hand side (LHS) of equation (A14) can be written as:568

σ
DK

Dt
= σ(Kt̃ + uKx̃ + vKỹ +$Kb̃) (A18)569

= (σK)t̃ + (σuK)x̃ + (σvK)ỹ + (σ$K)b̃ (A19)570

= σ
[D#

Dt
(K# + K̂ ) + ∇̃ · (JK + ûJu + v̂Jv)

]
, (A20)571

572

where K̂ is the eddy kinetic energy (EKE), and JK
def
= û′′K e1 + v̂′′K e2 + $̂′′K e3,573

Ju
def
= û′′2e1 + v̂′′u′′e2 + $̂′′u′′e3, Jv

def
= û′′v′′e1 + v̂′′2e2 + $̂′′v′′e3 are the eddy fluxes574

of kinetic energy, eddy zonal and meridional velocities respectively, and575

σ
Dh

Dt
= σ(ht̃ + uhx̃ + vhỹ +$hb̃) (A21)576

= (σh)t̃ + (σuh)x̃ + (σvh)ỹ + (σ$h)b̃ (A22)577

= (σĥ)t̃ +
[
σ(ûĥ+ û′′h′′)

]
x̃

+
[
σ(v̂ĥ+ v̂′′h′′)

]
ỹ

+
[
σ($̂ĥ+ $̂′′h′′)

]
b̃

(A23)578

= σ
(D#

Dt
ĥ+ ∇̃ · Jh

)
, (A24)579

580

where Jh
def
= û′′h′′e1 + v̂′′h′′e2 + $̂′′h′′e3 is the eddy flux of fluctuations in dynamic581

enthalpy, and we have used the relation σφθ = σ(φ̂θ̂+φ̂′′θ′′) (equation (72) in Young,582

2012). Hence, combining equations (A20) and (A24), equation (A14) becomes:583

D#

Dt
(K# + K̂ + ĥ) = −∇̃ · (JK + Jh + ûJu + v̂Jv)− ∇̃ · vφ

∧

+ Ĥ. (A25)584

Subtracting equation (A9) from (A25) yields the eddy energy budget:585

D#

Dt
(K̂ + ĥ− h#) = −(∇̃ · vφ

∧

−∇ · v#φ#)− ∇̃ · (JK + Jh + ûJu + v̂Jv)586

+ Ĥ − H# + û ·
[
e · (∇ ·E)

]
. (A26)587

588

Equations (A9) and (A26) are the relations derived by Aoki (2014) but for a non-linear589

EOS and non-zero dia-surface velocity where the residual-mean flow and eddies exchange590

energy via the E-P flux divergence. It is perhaps interesting to note that h′′ is not the591

eddy potential energy (EPE; Ĥ
def
= ĥ−h# in equation (A26)) and they are related to592

one another as h′′ = h− (h# + Ĥ ).593

For a linear EOS, the EPE can be rewritten as:594

Ĥ = −b#(ζ̂ − ζ) = −b#σ
′ζ ′

σ
, (A27)595

596

by taking advantage of ĥ = −b̃ζ̂, h# = −b#ζ and b̃ = b#(t, x, y, ζ(t̃, x̃, ỹ, b̃)). Equa-597

tion (A27) provides the physical intuition of EPE being defined as the difference between598
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potential energy at the TWA depth (ζ̂) and ensemble-mean depth (ζ). In a similar man-599

ner, we can also derive:600

h′′ = −b̃(ζ − ζ̂) = −b̃ζ ′′, (A28)601

and hence, h′′ = −Ĥ . Assuming the background buoyancy frequency can be defined602

as the inverse of ensemble-mean thickness (viz. σ−1 ∼ N2) leads to further manipu-603

lation of EPE:604

Ĥ ∼ −b#N2ζ ′
b̃
ζ ′ = −b#N2

(ζ ′2
2

)
b̃

(A29)605

= −N2

[(
b#
ζ ′2

2

)
b̃
− ζ ′2

2

]
, (A30)606

607

where the last term in equation (A30) further reduces to the available potential energy608

under quasi-geostrophic approximation (b′ ∼ N2ζ ′). The first-term on the RHS of equa-609

tion (A30) vanishes upon volume integration pending on boundary conditions (i.e. rigid610

lid and a flat bottom).611

Appendix B Kinematics of discretization612

As in Figure B1, imagine u1 and u2 are on the same buoyancy contour. The re-613

lation between the two is:614

u2 = u1 + ux∆x+ uζ∆ζ. (B1)615

Now,616

ux̃
def
= ux +

∆ζ

∆x
σ−1ub̃ (B2)617

= ux +
∆ζ

∆x
uζ (B3)618

=
u2 − u1

∆x
(∵ equation (B1)), (B4)619

620

so once all of the variables are remapped onto the buoyancy coordinate from geopoten-621

tial, the discretized horizontal gradients can be taken along the original Cartesian grid.622

The gradients on the model outputs were taken using the xgcm Python package (Abernathey623

et al., 2021; Busecke & Abernathey, 2020). In order to minimize the computational cost,624

we took the ensemble mean first whenever possible, e.g. σ = ∂b̃ζ = ∂b̃ζ, ∇̃hσ = ∂b̃∇̃hζ625

etc. The gradient operators commuting with the ensemble mean is also the case for the626

perturbations, i.e.627

∇̃h(m+m′) = ∇̃hm = ∇̃hm+ (∇̃hm)′. (B5)628

Hence, ∇̃hm
′ = (∇̃hm)′ (cf. Maddison & Marshall, 2013, Section 2.3 in their paper).629
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b̃ = const.

u1(b̃)

u2(b̃)
Δζ

Δx

Figure B1. Schematic of discretized gradients.

Appendix C Statistical significance of the eddy signals630

In this section, we examine the statistical significance of the terms in the E-P flux

convergence. As the terms are all averaged quantities (e.g. σE10
ỹ = [σu′′v′′]ỹ), based

on the Central-Limit Theorem, they should follow a Gaussian distribution. We can have

an a-posteriori estimate of the standard deviation of the terms being averaged as (Menke

& Menke, 2016):

Σ10
post =

√√√√ 1

N − 1

N∑
i=1

(
[σu′′v′′]ỹ i − [σu′′v′′]ỹ

)2
, (C1)

where the subscript ”post” indicates a-posteriori, and N the number of ensembles. The

95% confidence interval of the E-P flux convergence terms becomes twice the root-mean

square error (RSME):

RMSE =
Σpost

N − 1
, (C2)

divided by the mean layer thickness (Figure C1). As the confidence interval is roughly631

one-third of the amplitudes of E-P flux convergence themselves, based on the Central-632

Limit Theorem, if we wanted reduce the uncertainty to 10%, we would need ∼ 250 en-633

semble members.634
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Figure C1. The 95% confidence interval of each term in the E-P flux convergence on January

3, 1967 on b̃ = −0.26 m2 s−2. Σij represents the a posteriori standard deviation of each term

σEij

k̃
where the subscript k̃ denotes the derivatives (equations 17 and 20).
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. . . Terray, L. (2018). Intrinsic and atmospherically forced variability of the818

amoc: insights from a large-ensemble ocean hindcast. Journal of Climate,819

31 (3), 1183–1203. doi: 10.1175/JCLI-D-17-0168.1820
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