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Abstract14

The article proposes a straightforward Kalman filter-based method for computationally15

efficient ionospheric electron density multi-instrument imaging. The approach uses di-16

rect ionospheric measurements, such as ionosondes, and general physical assumptions to17

estimate the uncertainty associated with the previous reconstructed time step. There-18

fore the method does not require any electron density model of the ionosphere as a back-19

ground. The uncertainty is represented by an inverse covariance matrix constructed with20

Gaussian Markov random fields, allowing the problem to be solved numerically with rel-21

atively high resolution. The experiments utilise measurements from dense ground-based22

GNSS and low Earth orbit beacon satellite receiver networks as well as ionosondes. A23

synthetic simulation study and real data validation with a specific EISCAT incoherent24

scatter radar measurement campaign is carried out over Northern European sector. The25

method can be controlled using parameters with probabilistic and physically realistic in-26

terpretations that can be applied to both simulated and real-world data. The results show27

that the approach is feasible for near real-time regional ionospheric imaging. Especially,28

the method can be seen as an expansion to local profile measurements field of view, but29

with sufficient measurement coverage, it also provides information further away from the30

specific instrument.31

1 Introduction32

The early imaging approaches for ionospheric electron density considered two-dimensional33

iterative methods, first suggested by Austen et al. (1986, 1988). The problem was solved34

with algebraic reconstruction technique (ART) and simultaneous iterative reconstruc-35

tion technique (SIRT). Ultimately the iterative methods are solvers for linear systems36

where the initial value and stopping criterion have regularising effect for ill-posed sys-37

tems. With regularised least squares methods (Kaipio & Somersalo, 2005), the linear sys-38

tem can be solved with more explicitly stated regularising information, typically by con-39

straining gradients and requiring smoothness from the reconstructed electron density (Markka-40

nen et al., 1995; Seemala et al., 2014; Song, Hattori, Zhang, Liu, & Yoshino, 2021; C. H. Chen41

et al., 2016). The interpretation for the amount of regularisation is mathematical and42

not directly representable as a physical quantity.43

Fremouw et al. (1992) introduced the use of basis functions for ionospheric imag-44

ing. The use of basis functions limits the space of possible solutions, reducing the dimen-45

sionality in model space from number of pixels or voxels to the number of basis-function46

coefficients. For a three-dimensional case the basis functions were introduced by Howe47

et al. (1998). Since that, the basis functions have been used most prominently in Multi-48

instrument data analysis system (MIDAS) (Mitchell & Spencer, 2003). Lower number49

of basis functions regularise the problem efficiently, but consequently limits the expres-50

sive power of the system.51

In outline, increasing the number of basis functions to infinity gives rise to the Gaus-52

sian processes (GP) (Rasmussen & Williams, 2006). In GPs the regularisation results53

from a covariance function, which provides information on uncertainty and smoothness54

of the unknown. GPs were adopted to ionospheric imaging by Minkwitz et al. (2015).55

Currently most of the ionospheric imaging methods are referred to as data assim-56

ilation. The data assimilation approaches operate in four-dimensional environment and57

can often be seen in Bayesian paradigm where the current existing information is up-58

dated with the incoming new measurements (Hajj et al., 2000; Rosen et al., 2001; Bust59

et al., 2004; Schunk et al., 2004; Scherliess et al., 2004; Angling & Cannon, 2004; Frid-60

man et al., 2006; Song, Hattori, Zhang, & Yoshino, 2021). Many of these methods stem61

from the three dimensional variational method (Daley & Barker, 2000), however, when62

linear models and Gaussian errors are assumed for recursive solutions in time, the method63

is generally known as Kalman filter (Kalman, 1960). For an individual time-step the Kalman64
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filter can be seen as a GP solution, where the evaluated set of points is given as a three-65

dimensional grid. Moreover, the solution reverts to form of regularised least squares so-66

lution, where the regularising condition is replaced with an inverse covariance matrix.67

Importantly, the covariance matrix connects the regularising effect to physical quanti-68

ties. In data assimilation, an empirical or physical ionospheric model with its related un-69

certainty given as an error covariance matrix is used as a stabilising background model.70

Especially in global case, where some regions are poorly covered with measurements, the71

background fills in.72

Unfortunately, Kalman filtering in three-dimensional domain is computationally73

expensive. The bottleneck is mainly in conveying the covariance information from time74

step to another. The size of the covariance matrix is the number of unknown parame-75

ters squared. Hence, in high-resolution cases the resulting covariance matrices cannot76

be computed or even stored in computer memory.77

Largely due to the computational limitations, the recent development in ionospheric78

imaging has gone towards ensemble Kalman filtering (EnKF) and its further derivations79

(Evensen, 2009; Scherliess et al., 2017; Durazo et al., 2017; Elvidge & Angling, 2019).80

In EnKF the covariance matrix is replaced with a sample covariance matrix obtained81

from an ensemble of state vectors. These state-of-the-art ionospheric data assimilation82

approaches operate mostly in Global scale and utilise physical background models from83

empirical ones to complex physical models striving for ionospheric forecasting.84

The use of scaled ionograms in ionospheric imaging was first suggested by Heaton85

et al. (1995). Chartier et al. (2012) used autoscaled ionosonde observations to set ver-86

tical basis functions in MIDAS algorithm. In Norberg et al. (2016) ionosonde measure-87

ments were used to build the background distribution for individual imaging snapshots.88

Modern assimilation methods can ingest scaled ionosonde data as direct measurements.89

Bust & Mitchell (2008) provide a comprehensive review covering most of the ionospheric90

imaging methods. Since that, Durazo et al. (2017) has one of the most inclusive intro-91

ductions regarding the development with ensemble Kalman filtering.92

The aim of this study is to build a lightweight and transparent ionospheric imag-93

ing system, with an attempt to minimise and generalise the required background infor-94

mation. The approach applies the Kalman filter approach similarly to Hajj et al. (2000,95

2004); Angling & Cannon (2004); Angling & Khattatov (2006); Bust et al. (2004); Song,96

Hattori, Zhang, & Yoshino (2021), but without the use of a background electron den-97

sity model. Instead, only the solved electron density is propagated for the estimation of98

the next time step and essentially ionosonde measurements are used to estimate the iono-99

spheric variation between the consecutive states. If higher ionospheric dynamics are de-100

tected, the uncertainty on how well the previous solution predicts the current one is in-101

creased.102

For numerical computations, the Gaussian Markov random field (GMRF) approach103

introduced for ionospheric imaging in Norberg et al. (2015, 2016, 2018) is applied. With104

GMRFs the desired covariance information can be implemented directly as a sparse in-105

verse covariance i.e. precision matrix. The GMRF formalism suits here well as the sparse106

matrices with different covariance structures are quick to construct. As the other parts107

of the resulting linear system are sparse as well, the sparsity decreases computational108

demand significantly. Essentially, the GMRF approach combines the physical interpre-109

tation of a full covariance matrix with the computational efficiency of the regularised least110

squares methods.111

When no background electron density model is in use, extensive and versatile iono-112

spheric measurements are required. Hence, at the moment a sufficient coverage can be113

achieved only in regional scale. From here onwards the presented ionospheric imaging114

approach implemented in Fennoscandian sector is referred to as TomoScand.115
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This article first exhibits the utilised multi-instrument measurement models in Sec-116

tion 2. After displaying the traditional Kalman filter, in Section 3, the specific assump-117

tions used in TomoScand system are introduced in Section 4. The data used in the study118

consists of real and simulated data sets and it is presented in detail in Section 5. The119

real data consists of 24 hour multi-instrument measurements provided by GNSS and LEO120

satellites, ionosondes and incoherent scatter radars. The simulated data set consists of121

identical instruments and geometries, but the actual electron density measurements are122

generated from a known synthetic ionosphere. The simulation provides an important val-123

idation scheme as the usually unknown electron density is known exactly. The exper-124

iments and the results are then presented in Sections 6 and 7 and further discussed in125

Section 8.126

2 Measurement models127

2.1 GNSS measurements128

A dual-frequency GNSS measurement can be modelled as

c

α

(
ω2
1ω2

ω2
2 − ω2

1

)
∆ϕ = TEC(L(t)) + Φarc + brec,code + dsat,code + εϕ,sat,rec,ω1,ω2

(t), (1)

where c is the speed of light in vacuum, α = e2

2ϵ0m
, where e is the electron charge, m129

is the electron mass and ϵ0 is the permittivity of free space. Parameters ω are the an-130

gular frequencies of the corresponding two signals of the satellite system, ∆ϕ is the dif-131

ferential phase measurement, TEC(L(t)) is the slant total electron content (TEC) along132

the signal path L(t) at time t, Φarc is the carrier phase offset, i.e. the number of unde-133

tected full cycles when the signal phase is locked for the first time and thus the same only134

within each continuous measurement arc. Variables b and d are differential code biases135

(DCB). Variable ε is the measurement error.136

The slant total electron content can be modelled as an integral of electron density137

Ne and further approximated as a Riemann sum. Individual measurement mj , where138

index j is a shorthand for specific combination of sat, rec, code, ω1, ω2 and t can then be139

written as140

mj =

∫
Lj

Ne(z)dz +Φarc + brec,code + dsat,code + εj ≈
Mj∑
i=1

aijNei +Φarc + brec,code + dsat,code + εj ,

(2)

where aij ∈ R gives the cross section length between the path Lj and voxel i, Nei is141

the electron density in voxel i and εj the measurement error. The DCBs are given sep-142

arately for receivers and transmitters and are specific for each code combination (Håkans-143

son et al., 2017). Within the timescales of ionospheric tomography, the DCBs are rel-144

atively stable (Mannucci et al., 1999) and are assumed independent of time and mea-145

surement geometry. Hence, for GPS and GALILEO the DCBs are shared with measure-146

ments using the same instrument and GNSS code combination. The GLONASS system147

uses 12 channels to switch among its operational satellites (Tamazin et al., 2018) and148

the DCBs are further different for each of the channels. Rigorous indexing of biases is149

a tedious task, but the association can provide important aid even when the biases are150

pre-estimated as the estimates involve uncertainties. The carrier phase offset can be es-151

timated by levelling the precise but relative differential phase measurement with more152

noisy, but absolute differential code measurement (Klobuchar, 1996; Horvath & Crozier,153

2007). Due to high noise level in code measurements the estimation is prone to levelling154

errors and affected by cycle slips.155
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Due to altitude of GNSS satellites, besides the ionosphere, also the plasmasphere156

contributes to the STEC measurement (Yizengaw & Moldwin, 2005). If the computa-157

tional domain is not extended up to satellite altitudes, plasmasphere can be taken into158

account e.g. by dividing the integral in (2) at plasmapause and estimating the plasma-159

spheric contribution as an additional unknown or using plasmasphere models to set its160

value.161

For a vector of measurements, the model can be written in matrix form as

mGNSS = HGNSSx+Bb+Dd+ εGNSS, (3)

where matrix HGNSS consists of weigths aij , vector x = (Ne1, . . . , NeN )T and the de-162

sign matrices B and D pick the correct biases for each measurement from vectors b and163

d.164

2.2 Low Earth orbit beacon satellite measurements165

The low Earth orbit (LEO) dual-frequency beacon satellite systems typically use166

only the phase measurement (Vierinen et al., 2014). In comparison to above GNSS mea-167

surements the unknown phase offset is the dominating bias source and it is specific to168

each receiver for each individual continuous measurement arc. Hence, all the hardware169

biases can be included in phase offset. This result in a model170

mLEO = HLEOx+GΦarc + εLEO. (4)

Here matrix HLEO consists of weights aij and design matrix G picks the correct phase171

offset for each measurement from the vector Φarc. The LEO measurement is relative as172

the phase offset is usually solved within the analysis.173

2.3 Multi-instrument measurement model174

The above measurement models can be combined into a stacked matrix model175

m = Hx+ r, (5)

where

m := (mT
GNSS,m

T
LEO)

T,

H :=

[
HGNSS B D 0
HLEO 0 0 G

]
,

x := (NeT1 , . . . , NeTN ,bT,dT,ΦT
offset)

T

and
r := (εTGNSS, ε

T
LEO)

T + εmodel. (6)

Other measurements such as ionosonde and incoherent scatter radar measurements could176

be added similarly.177

If the original data contain measurement error estimates, they can be fed into the178

tomography as such. Often ionospheric measurements are provided in higher spatio-temporal179

resolution than is reasonable for tomographic analysis. If the measurements are aver-180

aged to a lower spatiotemporal resolution, the error distribution can be estimated at the181

same time.182

The model in Equation (5) is not only contaminated with measurement errors, but183

also with modelling, discretization or representation error εmodel. A significant source184

of the modelling error is in the discrete and relatively coarse spatio-temporal model that185
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is used to capture a phenomenon that is practically continuous yet it can comprise dras-186

tic small-scale variations in both spatial and temporal dimensions the model cannot rep-187

resent. The balancing of different errors in ionospheric tomography is a delicate task and188

if loose tuning parameters without strict physical connection and interpretation are in-189

cluded in the model, the modelling error is typically tuned more or less unknowingly dur-190

ing the general model calibration. The symptoms for insufficient compensation for mod-191

eling errors are typically non realistic high-frequency artefacts in the reconstruction. Es-192

timating the variance and averaging in preprocessing can help covering for the modelling193

error, although additional relaxation is still often required. Within the field of ionospheric194

imaging a more profound discussion about modelling error is provided in Hajj et al. (2000),195

where a standard deviation of 2 TECU is assumed. Following enhanced error model, pre-196

sented in Kaipio & Somersalo (2007), it is here assumed that the modelling error εmodel197

is non-zero but independent of unknown x and has a diagonal covariance matrix.198

3 Kalman filter199

The measurement model in Kalman filter can be written with Equation (5)

mk = Hkxk + rk, (7)

with the addition of subscript k denoting the time step, mk ∈ Rm is a measurement
vector, matrix Hk ∈ Rm×n a measurement model, xk ∈ Rn is the unknown state vec-
tor and rk ∈ Rm a measurement error vector with normal distribution rk ∼ N (0,Rk).
The dynamic model is written as

xk = Ak−1xk−1 + qk−1, (8)

where Ak−1 ∈ Rn×n is a transition matrix, qk−1 ∈ Rn is process noise with normal200

distribution qk ∼ N (0,Qk).201

Assuming analysis results for time step k − 1, the distribution for the predicted
state at time k is

p(xk|mk−1) = N (x̂k, P̂k), (9)

where

x̂k = Ak−1x̄k−1

P̂k = Ak−1P̄k−1A
T
k−1 +Qk−1. (10)

When the distribution for the predicted state is used as the prior distribution for the fol-
lowing time step k, this results in posterior distribution

p(xk|mk) = N (x̄k, P̄k), (11)

where

x̄k = x̂k + P̂kH
T
k

(
HkP̂kH

T
k +Rk

)−1

[mk −Hkx̂k] (12)

P̄k = P̂k − P̂kH
T
k

(
HkP̂kH

T
k +Rk

)−1

HkP̂k

or equivalently

x̄k = P̄k

(
HT

kR
−1
k mk + P̄−1

k x̂k

)
(13)

P̄k =
(
HT

kR
−1
k Hk + P̂−1

k

)−1

.
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4 TomoScand approach202

The practical computational problems in Kalman filtering arise mostly from deal-203

ing with the n×n dimensional posterior covariance matrix Pk from Equation (12) or204

(13). Posterior covariance conveys information on the uncertainty and correlations re-205

lated to the past. However, from Equation (10) it is easy to foresee a situation where206

the overall uncertainty is dominated by covariance Qk−1 related to ionospheric electron207

density dynamics between the consecutive time steps.208

The TomoScand ionospheric imaging approach uses simplified Kalman filter where
the predictive model (10) is given as

x̂k = γk−1x̄k−1, (14)
P̂k ≈ Qk−1. (15)

where γ is a scalar coefficient and by the above justification the covariance of the pre-209

dictive distribution is approximated with Qk−1 based on local direct measurements.210

The predictive covariance is defined with covariance function. In TomoScand, a Gaus-211

sian covariance function was selected with adjustable correlation lengths in three geo-212

graphical coordinate directions. The standard deviation is given via an altitude depen-213

dent exponential profile214

σ(z)k =

{
σm,k exp(−(z − zm,k)/Htop), z ≥ zm,k

σm,k exp((z − zm,k)/Hbottom), zm,k > z > 0,
(16)

where subscript k is the analysis time step, z is the altitude (m), zm is the current peak215

altitude, σm is the peak standard deviation and H is the scale height given separately216

for top and bottom profiles.217

4.1 Gaussian Markov random field precision218

Following the three-dimensional Gaussian Markov random field approach presented
in (Norberg et al., 2018), the predictive covariance structure for each step is given with
a covariance function defined with standard deviation profile, correlation lengths and shape
parameters, but implemented directly as a precision matrix

Q−1
k−1 = LT

k−1Lk−1, (17)

where Lk−1 can be constructed as a combination of sparse differential matrices. The model
space solution (13) can then be written as

x̄k =
(
HT

kR
−1
k Hk + LT

k−1Lk−1

)−1 (
HT

kR
−1
k mk + LT

k−1Lk−1x̂k

)
. (18)

As the measurement model matrix Hk is sparse due to the measurement geometry and219

the error covariance matrix Rk is typically assumed diagonal, the resulting linear sys-220

tem (18) remains sparse. Hence, specialized solvers for sparse linear systems, such as MUMPS221

(Amestoy et al., 2001) can be utilised, reducing the computational cost. The GMRF ap-222

proach is also discretisation invariant (Roininen et al., 2013) i.e. practically the same in-223

formation can be provided for different grid sizes and resolutions.224

5 Data225

5.1 Real data226

Geotrim, Swepos, IGS, EUREF, and FINNREF networks were used to acquire GNSS227

data, totaling 710 receivers measuring 31 GPS, 22 GLONASS, and 18 GALILEO satel-228

lites. The DCB’s related to GNSS satellite transmitter hardware were removed from the229
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measurements (Li et al., 2012; Wang et al., 2016). The 14 ground-based LEO receivers230

measured 16 overflights from CASSIOPE/e-POP (Siefring et al., 2015) and two Russian231

COSMOS satellites. Ionosondes measurements from Dynasonde in Tromsø, Norway, (69.6◦N,232

19.3◦E) with two minute time resolution and Digisonde in Juliusruh, Germany (54.6◦N,233

13.4◦E) with 5 minute time resolution are available for the most parts of the day. The234

data from Tromsø is scaled automatically with NeXtYZ (Zabotin et al., 2006). The Julius-235

ruh ionograms are scaled manually; the profile calculation for the bottom side up to the236

F peak height is done by the NHPC true height inversion software (Reinisch & Huang,237

1983; C. F. Chen et al., 1994). With both ionosondes the top side, which can not be reached238

by the ionosonde, is represented by a Chapman-type profile. All the ground-based in-239

strument locations are presented in Figure 1.240

To obtain validation data, a specific measurement campaign with incoherent scat-241

ter radars (ISR) of the European Incoherent Scatter Scientific Association (EISCAT) was242

carried out on 2018.11.09 from 00:00 to 24:00 UTC. In Tromsø, Norway (69.6◦N, 19.3◦E),243

the ultra-high frequency (UHF) radar’s elevation was set to 35◦ and azimuth to 145◦.244

The very-high frequency (VHF) radar, pointed to zenith, was measuring from 18:00 to245

24:00 UTC. In Longyearbyen, Norway (78.2◦N, 16.1◦E), the EISCAT Svalbard radar’s246

32 m dish (ESR32) was set to 35◦ elevation and 150◦ azimuth. Both radar beams are247

projected in Figure 1.248

5.2 Simulated data249

Ionosondes and, in particular, incoherent scatter radars give high-quality ionospheric250

validation data, but only locally. To further understand the underlying performance and251

constraints of ionospheric imaging over the whole domain, a simulation study is conducted.252

The idea here is to create a simple synthetic ionosphere and use the instrument locations253

and measurement models reported in the previous sections to simulate the measurements.254

It is important that the model used for simulations is not used as a background or as255

any other input in the analysis. As here no background model is used, any ionospheric256

model such as International Reference Ionosphere (IRI) (Bilitza, 2018) could be utilised257

for simulations. However, when a function-based simulation model is chosen, measure-258

ments can be integrated with arbitrary numerical resolution. This provides a truthful259

approach because reconstruction at a much lower resolution naturally introduces mod-260

eling errors (Kaipio & Somersalo, 2007) and avoid so called inverse crime (Kaipio & Som-261

ersalo, 2005).262

The synthetic model is constructed here with Chapman (1931) profiles

N(z, χ) = N0 exp

[
1

2

(
1−

(
z − z0
H

)
− sec(χ) exp

(
z − z0
H

))]
, (19)

where H is the scale height and z is the altitude. N has a maximum value Nm = N0(cos(χ)
1
2 )

at the altitude zm = z0 +H log sec(χ) and parameters N0 and z0 can be used to con-
trol the profile accordingly. Solar zenith angle χ is given as

cos(χ(λ, θ, h, δ)) = sin(λ) sin(δ) + cos(λ) cos(δ) cos(θ + h), (20)

where λ is the latitude, θ the longitude, h the hour angle, δ the declination of the sun.263

Separate Chapman profiles for F (200–400 km) and E (90–150 km) regions are com-264

bined to form a typical ionospheric structure. The Nm parameter was set to 5× 1011265

for the F region and 0.5×1011 for the E region. For F region, the scale height H was266

set to 35 km, for day-time E region 20 km and for night 10 km. To add detail to the model267

a northwards decreasing altitude trend is added to profiles. At local noon the F-region268

peak altitude is 250 km at 40◦ latitude and 200 km at 75◦ latitude. At the same time,269

the day time E-region altitude is 140 km at 40◦ latitude and 120 km at 75◦ latitude.270
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Figure 1. The geographical domain in Northern Europe. In panel a) the GNSS receiver, LEO
beacon receiver, ionosonde and ISR locations used in the study are shown. EISCAT UHF and
ESR32 incoherent scatter radar beams are projected. The numbers beside the radar beams give
the altitudes at the corresponding locations and the great circle distances from the projection
point to the instrument. The irregular latitude-longitude grid can be seen as faint gray lines
in both panels a) and b). In panel b) the satellite pierce points produced by available ground
receivers over an example four-minute period are given. The presented time interval has been
chosen to include a low Earth orbiting (LEO) satellite overflight. The imaging analysis is carried
out in a three-dimensional volume over the complete domain. The final results are visualised in
the area given with the black rectangle in the middle of the domain
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An ionospheric trough with a width around two degrees in latitudinal direction starts271

around 10 UTC and drifts from 65◦ to 60◦ latitude and disappears along the F region272

at dusk. Starting from 16 UTC a night-time E region is added as an auroral oval. It is273

built with a Chapman profile peaking at altitude of 115 km. It is centred around the peak274

latitude that drifts from 75◦ to 63◦N and back.275

The simulated satellite measurements are then integrated numerically. Here an in-276

tegration resolution of 1 km is used. To take into account plasmaspheric contribution277

(Yizengaw & Moldwin, 2005), below the latitude of 54◦, a uniform plasmasphere is as-278

sumed, where at zenith, the contribution up to GPS satellite altitude is 2 TECU. Mea-279

surement errors, with standard deviation 0.01/(sin(elevation))3 TECU are then gener-280

ated and added to measurements. At zenith this results in error of 0.01 and with ele-281

vation of 10◦ the error is 1.9 TECU. Besides the measurement errors, two DCB sets with282

standard deviations of 1 and 50 TECU were simulated.283

Ionosonde and ISR profile measurements are evaluated directly at the location of284

the original observation. In all, this results in a simulated data set with instrument lo-285

cations and measurement geometry identical to those of the real measurement286

6 Experiments287

On 2018.11.09 Earth’s ionosphere was influenced by a co-rotating interaction re-288

gion ahead of a high speed solar wind stream coming from a coronal hole. This led to289

slightly disturbed ionospheric conditions mainly during the night time hours between 18:00290

and 21 UTC, the Kp index reached 4 -, rising to 4 between 21 and 24 UTC. The Super-291

MAG AE (SME) index (Newell & Gjerloev, 2011; Gjerloev, 2012) was mostly sustained292

at levels over 500 nT between 18:00 - 21:40 UTC with the highest peak reaching over293

1000 nT at 18:42 UTC and several smaller peaks reaching over 700 nT. From 21:40 UTC294

onward the SME index was mostly declining.295

TomoScand imaging analysis is carried out from 07:00 to 24:00 UTC. To assure avail-296

ability of Tromsø ionosonde profiles for most analysis steps, a time resolution of four min-297

utes was selected. An irregular grid is used for the analysis with larger voxel sizes at the298

boundary regions. The default grid is given for the different coordinate directions as fol-299

lows. Latitudinal axis has 5 regions limited by parallels 30◦, 50◦, 60◦, 72◦, 85◦ and 90◦N,300

where the intervals are divided with step sizes of 5◦, 1◦, 0.25◦, 1◦ and 5◦ correspondingly.301

Longitudinal axis has 3 regions limited by meridians -20◦, 5◦, 40◦ and 65◦E, divided with302

step sizes of 5◦, 1◦ and 5◦. The horizontal grid is plotted as gray lines in Figure 1. Al-303

titudinal axis has 4 regions limited by heights 0, 50, 400, 600 and 1300 km, where the304

intervals are divided with step sizes of 25, 20, 50 and 100 km correspondingly. This re-305

sult in 102600 voxels for the unknown electron density values. With bias parameters, the306

total number of unknowns in an individual analysis is little under 1.1× 105. The res-307

olution was selected so that the analysis could be run comfortably with a modern lap-308

top.309

Throughout the analysis, the parameters Nm,F and Nm,E for F and E region peak310

electron densities (1/m3) and hF and hE for the corresponding altitudes (km) are ad-311

justed using the Tromsø ionosonde. For hF the altitude changes are limited to maximum312

of 5 km. For Nm,F the increase in electron density is limited to 0.5×1011 and the de-313

crease to 10% between the four minute time steps. If no F-region peak is found at the314

time, default values of 300 km of altitude and 0.1×1011 electron density are given. The315

F-region scale height parameters in Equation (16) were set to Htop = 120 km and Hbottom =316

50 km and are fixed for the results presented here. To capture the night-time E region,317

the standard deviation is relaxed for the E-region altitudes at the high latitudes. A hor-318

izontally gaussian distribution is centred at the location of the Tromsø ionosonde. The319

width is controlled with the standard deviation parameter. Latitudinally the standard320
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deviation is set to 6◦ and longitudinally to 20◦. The vertical profile for the E region is321

given as an exponential profile (16), where the scale heights are set to Htop = 60 km322

and Hbottom = 40 km. The TomoScand algorithm searches for E-region peak values us-323

ing ionosonde measurements from below 160 km altitude. If an E-region peak is detected,324

the peak electron density and its altitude are used directly for Nm,E and hE. If decreased325

E-region peak or no peak at all is detected, the maximum damping for Nm,E between326

the time steps is 10%. The final prior standard deviation peak value for (16) is set as327

σm = 0.1×Nm,F for F and σm = 0.05×Nm,E for E region.328

Before the actual analysis run, the GNSS receiver DCBs are estimated in a sep-329

arate calibration run around the local midday, where all available profile measurements330

are used as direct measurements. Within an individual calibration run the DCBs for GPS331

and GALILEO receivers can typically be solved for all code combinations at once. The332

calibration for GLONASS DCBs can be carried out only for the channels observed at333

the time and the rest are estimated within the following analysis steps as they appear.334

Unestimated receiver DCBs are given means of 0 and standard deviations of 300 TECU.335

Once estimated, the receiver DCBs are given a standard deviation of 0.5 TECU for the336

subsequent analyses.337

The analysis is started with an initial run where the ionosonde profile from Tromsø338

is taken as the prior mean for the entire domain. Hence, it is preferable to start the anal-339

ysis at a time when the ionospheric electron density is already mainly due to solar ra-340

diation and is therefore more stable. The horizontal correlation lengths are set to 20◦341

and the vertical to 250 km. After the initial solution, the reconstruction is updated fol-342

lowing Equation (14), the dynamical coefficient γk−1 is set to 0.9. Horizontal correla-343

tion lengths are set to 5◦ and vertical to 50 km. After the DCB calibration, the ionsonde344

and ISR profiles are not used in this study as direct measurements. Only the Tromsø345

ionosonde is used for adjusting the prior standard deviation as mentioned above.346

7 Results347

For each four minute time step a three-dimensional electron density reconstruction348

was analysed. With the above parameter values an individual analysis step with data349

processing, several plottings and saving takes around 2 min on a 16 GB, 2,7 GHz Quad-350

Core Intel Core i7 laptop.351

7.1 Simulation data case352

Analysis was started examining with clean simulated data and then adding and in-353

creasing different error sources one by one. In the trials with clean data, the reconstruc-354

tions showed visible artefacts associated with higher electron density dynamics. Artifacts355

decreased when the error vector added to the measurements increased the estimated stan-356

dard deviation. To account for modelling error the standard deviation was still increased,357

which further reduced the visible artefacts. Eventually, a standard deviation of 2 TECU358

was selected for the modelling error and added on top of estimated measurement error359

standard deviation. To accommodate the plasmaspheric contribution as modeling error,360

for measurements with 1300 km altitude piercepoints southwards from an arbitrary lat-361

itude of 55◦, the modeling error is further increased as 0.5 TECU per latitude.362

The addition of receiver DCBs with a standard deviation of 1 TECU, but still as-363

suming that the measurements are unbiased, visibly worsened the reconstructions if no364

modelling error was added. Relaxing the prior standard deviation for the receiver DCBs365

or the additional modelling error standard deviation improved the situation. Finally, re-366

ceiver DCBs with standard deviation of 50 TECU were added to measurements. The re-367

ceiver DCBs were then estimated in a calibration run around the local midday. The mean368

absolute error between the solved receiver DCBs was 0.5 TECU. The analysis was then369
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run for the whole time interval. The following results are presented for the case where370

the measurement errors, plasmaspheric contribution and 50 TECU DCBs are added into371

simulated measurements.372

Simulated measurements from EISCAT UHF and ESR32 ISRs, and Juliusruh ionosonde373

were averaged to TomoScand’s grid and compared with the corresponding profiles from374

the TomoScand reconstructions. In Figure 2 the simulated profiles are given in top row,375

the corresponding profiles from reconstructions in middle and the difference between them376

in the bottom row. In each panel, each column corresponds to one profile at the time377

indicated on the horizontal axis. With ESR32 the main structure of the modelled day-378

time ionosphere in Figure 2 a) can clearly be seen in the reconstructed profiles in panel379

b), but as indicated also by the differences in panel c), the electron density is generally380

slightly underestimated, especially at the bottom side. The overall correspondence along381

the UHF ISR profiles between Figures 2 d) and e) is clear. The differences in panel f)382

indicate overestimation of peak electron density and underestimation of bottom-side pro-383

file during the morning hours and during the night time activity. Comparison of the ver-384

tical profiles over Juliusruh in Figures 2 (g) and (h) show compatibility at lower latitudes,385

where the electron density is generally higher. A delayed change in the height of the iono-386

sphere in the early hours causes the most visible difference between the electron densi-387

ties in Figure 2 i).388

In Figures 3 and 4 individual snapshots from the simulation study are presented.389

The top-most panel a) is an electron density section along the latitude of 23◦ from the390

ionospheric model used for the simulation and on the second row b), the corresponding391

slice from the three-dimensional TomoScand reconstruction is extracted. On the bottom392

row, first the averaged satellite pierce points at 350 km altitude within the visualised re-393

gion are shown in panel c), then the integrated TEC from the ionospheric model and from394

the corresponding reconstruction are given in panels d) and e). Figure 3 a) shows the395

simulated ionosphere at 13:00 UTC / 15:00 LT. There is a clear resemblance between396

the model a) and the reconstruction b). However, the high-latitude decrease in electron397

density is faster in the reconstruction. The ionospheric trough is clearly reconstructed398

around the latitude of 62◦ and can be distinguished in both the electron density section399

in Figure 3 b) and the TEC map in Figure 3 e). The ionospheric pierce points at alti-400

tude of 350 km in Figure 3 c) show that the measurement coverage gets worse at the high401

latitudes. In Figure 4 at 20:00 UTC / 22:00 LT the comparison is performed in a situ-402

ation where the night-time E region is present in the synthetic model in panel a). In the403

reconstruction in panel b) the electron density is vertically more concentrated and its404

peak value is overestimated. In TEC maps the correspondence between the model in Fig-405

ure 4 d) and the reconstruction in Figure 4 e) is relatively good, but some underestima-406

tion is taking place especially at the west and east boundaries. The pierce points in Fig-407

ure 6 c) show that, in addition to the high latitudes, occasionally there are fewer mea-408

surements also in the south-eastern corner of the domain.409

7.2 Real data case410

The real-data DCB estimation was carried out similarly to simulations with a sep-411

arate calibration run. The bias calibration was validated roughly by comparing the es-412

timated GPS DCBs to ones by MIT Haystack Observatory (Vierinen et al., 2016). The413

mean absolute error was 1.3 TECU.414

In Figure 5 the electron density profiles from ESR32 and EISCAT UHF ISRs, and415

Juliusruh’s ionosonde are interpolated to TomoScand’s grid and combined for the time416

interval from 07:00 to 24:00 UTC with four minute time resolution. The top panels give417

the real measured profiles. In the second row the corresponding electron density profiles418

from TomoScand’s reconstructions are given. Third row shows the IRI 2012 model de-419

fault profile as another independent comparison. Fourth row gives the differences between420

–12–



manuscript submitted to JGR: Space Physics

Figure 2. Comparison of validation profiles simulated from synthetic ionospheric model and
corresponding profiles from TomoScand reconstruction. EISCAT ESR32 incoherent scatter radar
is located in Longyearbyen, Norway (78.2◦N, 16.1◦E), UHF incoherent scatter radar in Tromsø,
Norway (69.6◦N, 19.3◦E) and JR ionosonde in Juliusruh, Germany (54.6◦N, 13.4◦E).

the validation measurement and the corresponding TomoScand profile. On the bottom421

row the differences between the validation measurements and IRI 2012 model are given.422

In the first column of Figure 5 the comparison is done along ESR32 ISR profile.423

The evolution of the morning electron density in the F region is similar between the ESR32424

ISR radar measurements in panel a) and the TomoScand reconstruction in panel b). The425

decrease in the F region before 12:00 UTC occurs at roughly the same time. However,426

the radar observes relatively high electron densities starting after 12:30 UTC at E re-427

gion, which then increases in altitude until 13:45 UTC, finally resulting in an enhance-428

ment in F region until 15 UTC. The TomoScand reconstruction cannot capture this evo-429

lution at lower altitudes, but suggests an increase in electron density in the F region. The430

differences in Figure 5 panels d) and e) are similar in shape, but slightly larger for IRI.431

In Figure 5 f) the UHF ISR profiles show a normal pattern of a day-time F-region432

ionosphere. On the morning side, the F-region electron density increases until reaching433

its maximum around 11:30 UTC (∼ 4 × 1011/m3), from where it starts to decrease,434

vanishing around 15 UTC. During the day, the F region has a horizontal wave structure435

indicative of travelling ionospheric disturbances. The night-time E region is first visi-436

ble after 15:30, but still disappearing before 16:00. After that, the activity starting at437

16:30 continues throughout the measurement period. In panel g), the TomoScand recon-438

struction reproduces the general features of the radar measurement. In the day-time F439

region, the wave structure generated by peak electron densities is replicated around the440

peak at 11:30 UTC. At the nigh-time E region, the resolution of detail is not as high on441

the TomoScand result. However, generally the night-time E-region dynamics observed442

by the UHF radar are well repeated in the reconstruction starting from the 15:30 onset.443

For F region, the differences in Figure 5 i) suggest an overestimation around the daily444

maximum and that the reconstruction does not capture all the wave structures present445

in measurements. Overestimation occurs also in the night-time E region. The IRI 2012446

model in Figure 5 h) follows the day-time F-region in overall well but underestimation447
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Figure 3. Comparison of synthetic ionospheric model presented in Section 5.2 and the corre-
sponding TomoScand reconstruction at 2018-11-09 13:00 UTC. The electron density cross section
from longitude 23◦ is given for the synthetic model in panel a) and for the TomoScand recon-
struction in panel b). The ionospheric piercepoints of integrated satellite observations from the
reconstruction time interval 12:56 to 13:00 UTC are shown in panel c) Simulated total electron
content map is given in panel d) and the corresponding map integrated from the reconstruction
in panel e).
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Figure 4. Comparison of synthetic ionospheric model presented in Section 5.2 and the cor-
responding TomoScand reconstruction at 2018-11-09 20:00 UTC. The electron density cross
section from longitude 23◦ is given in panel a) for the synthetic model and in panel b) for the
TomoScand reconstruction. The ionospheric piercepoints of integrated satellite observations
from the reconstruction time interval 19:56 to 20:00 UTC are shown in panel c) Simulated total
electron content map is given in panel d) and the corresponding map integrated from the recon-
struction in panel e).
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can be seen from the differences in Figure 5 j). The F-region wave structures and night-448

time E-region are not present in the standard IRI 2012 model.449

At Juliusruh ionosonde location, in the third column of Figure 5, the correspon-450

dence in general diurnal variation is clear in all Real JR, TomoScand and IRI 2012 pro-451

files. The TomoScand reconstruction in panel l) suggests an increase in F-region altitude452

earlier than is observed in the real data. During night time, there are differing structures453

between panels k) and l). The difference panel i) shows that TomoScand does not cap-454

ture the day-time E layer, whereas it is included in the IRI 2012 model.455

In Figures 6 and 7 two real-data reconstructions from 13:00 and 20:00 UTC are pre-456

sented. The selected times are arbitrary examples from day and night-time reconstruc-457

tions. In both figures the top-left panel a) presents a cross section from the reconstruc-458

tion along longitude 23◦, below are shown the profile measurements from c) EISCAT ESR32459

and d) EISCAT UHF ISRs, and e) Juliusruh ionsonde with red lines and the correspond-460

ing profile from the TomoScand reconstruction with black line. The cyan line shows the461

prior electron density given for the time step and the dashed cyan lines the 95% prior462

probability interval. The measured and reconstructed profiles are individual columns from463

corresponding instruments and times from Figure 5. On right-hand side, on panel b),464

the TEC map is integrated from the reconstruction with the validation instrument lo-465

cations and ISR beams shown once more.466

Figure 6 shows the reconstruction and validations at 13:00 UTC / 15 LT. The pan-467

els a) and b) present typical northwards and eastwards decreasing evening-side trends468

in the electron density. In panel c), the measured ESR32 beam shows a significant E-469

region enhancement which is not captured in the TomoScand reconstruction. Instead,470

the F-region electron density is overestimated. The same mismatch was observed already471

in the Figure 5 between panels a) and b). Figure 6 d) shows a strong correspondence be-472

tween the measured UHF ISR and TomoScand’s reconstruction, with just minor over-473

estimation in the reconstruction. In Juliusruh ionosonde profiles, in panel e), the cor-474

respondence is even more clear. The satellite pierce points, shown in Figure 5 c) corre-475

spond to this case.476

Figure 7 shows the reconstruction at 20:00 UTC / 22 LT. The electron density cross477

section from longitude 23◦ shows a significant enhancement in the E region between the478

latitudes of 64 and 73◦. This can be seen as band of enhanced electron content in the479

TEC map in Figure 7 b). ESR32 profiles in Figure 7 c) are somewhat on the level at the480

F-region altitude. The profiles in Figure 7 d) show that a similar E-region enhancement481

can be seen in the UHF ISR measurement. The reconstructed peak is in the middle of482

the two measured profiles within the four minute time interval. In Juliusruh, in Figure483

7 e), the general resemblance is good with minor overestimation in electron density and484

underestimation in its altitude. The satellite pierce points, shown in Figure 6 c) corre-485

spond to this case.486

In Table 1 the mean absolute relative errors for peak electron densities and mean487

absolute errors for the corresponding altitudes are given. For the peak altitudes the mean488

absolute errors are given as kilometres and for peak electron density (Ne), relative mean489

absolute errors are given as a percentage of the more accurate measurement listed sec-490

ond in the first column. The mean errors are given separately for the total time inter-491

val from 07:00 to 24:00 UTC, Day time from 07:00 to 15:30 UTC and Night time from492

15:30 to 24:00 UTC. The day-night division is based on the visible change in UHF mea-493

surements visible in Figure 5. The results show that along the UHF beam TomoScand494

outperforms IRI 2012 at all times. Along the ESR32 beam, TomoScand’s performance495

is also better than IRI’s, but the difference is not quite as significant. Above Juliusruh,496

the TomoScand results for the electron density peak are better than the IRI model, but497

for the daily peak height the IRI model is slightly more accurate. In the eighth row, the498

TomoScand reconstruction is compared with VHF ISR measurements, which were only499
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available from 18-24 UTC. On the row second to last, the Tromsø ionosonde measure-500

ment is compared to VHF ISR measurement. TomoScand match the VHF ISR measure-501

ments better than those provided by ionosonde at the same location. On the last row,502

the Tromsø ionosonde measurement is compared to the low-elevation UHF ISR measure-503

ment.504

Mean error in peak value Ne [total] Ne [Day] Ne [Night] Alt [total] Alt [Day] Alt [Night]

TomoScand vs. UHF ISR 31 % 13 % 49 % 22 km 16 km 29 km

IRI 2021 vs. UHF ISR 53 % 27 % 79 % 91 km 24 km 157 km

TomoScand vs. ESR32 ISR 47 % 49 % 45 % 35 km 34 km 15 km

IRI 2012 vs. ESR32 ISR 54 % 52 % 56 % 53 km 54 km 53 km

TomoScand vs. Juliusruh IS 22 % 12 % 33 % 23 km 33 km 13 km

IRI 2012 vs. Juliusruh IS 37 % 26 % 47 % 20 km 13 km 26 km

TomoScand vs. VHF ISR NA NA 58 % NA NA 33 km

Tromsø ionosonde vs. VHF ISR NA NA 88 % NA NA 40 km

Tromsø ionosonde vs. UHF ISR 51 % 24 % 80 % 42 km 32 km 51 km

Table 1. Mean absolute relative errors for electron density (Ne) and mean absolute errors for
peak altitude between TomoScand reconstructions, EISCAT incoherent scatter radars (ISR),
ionosondes (IS) and International Reference Ionosphere (IRI) 2012 model.

8 Discussion505

The calibration of the covariance parameters, preceding the results presented in506

the previous chapter, confirmed the well-known fact that the information on the iono-507

spheric height profile from ground-based satellite measurements is very limited. With508

large scale heights for the standard deviation profile, the reconstruction would spread509

over a too wide range of altitudes. Thus, the electron density uncertainty must be con-510

centrated in a relatively narrow region, in this case near the peak electron density heights511

observed by the Tromsø ionosonde.512

The simulation results show that the TomoScand approach works generally as an-513

ticipated and changes in the various parameters cause physically realistic responses in514

the results. The method can be used consistently in both simulation and real data cases515

with the same set of parameters throughout the analysis interval. Importantly, the re-516

sults in Table 1 suggest that the electron density maximum and its height along the UHF517

beam can be reconstructed with better precision than is given by extrapolating the ionosonde’s518

electron density measurement to the same location or by using the default IRI 2012 model.519

Significantly this holds also for the night-time E region, where the reconstructed TomoScand520

profiles correspond to VHF profiles better than ionosonde at the same location. At lower521

latitudes, in Juliusruh, TomoScand’s performance is generally more or less on a par with522

the UHF comparison. As the IRI 2012 model performs better at lower latitudes, the dif-523

ference between TomoScand and the model is less significant.524

The underestimation of high-latitude electron content results from regionally poor525

measurement coverage combined with the damping effect of the prediction step’s γk−1526

parameter. In simulations the underestimation is clear at ESR32 in Figure 2 b) located527
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Figure 5. Comparison of measured real validation profiles, corresponding profiles from To-
moScand reconstruction and IRI 2012 model from 2018.11.09. EISCAT ESR32 incoherent scatter
radar is located in Longyearbyen, Norway (78.2◦N, 16.1◦E), UHF incoherent scatter radar in
Tromsø, Norway (69.6◦N, 19.3◦E) and JR ionosonde in Juliusruh, Germany (54.6◦N, 13.4◦E).
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Figure 6. TomoScand reconstruction of ionospheric electron density from the measurements
collected from 2018-11-09 12:56 to 13:00 UTC and profile validations. The electron density cross
section from longitude 23◦ is given in panel a) and the corresponding TEC map integrated from
the reconstruction in panel b). In panels c), d), and e) the measured EISCAT ESR32 and UHF
incoherent scatter radar and Juliusruh ionosonde profiles are given in red, the related reconstruc-
tion profiles with black and the prior distribution with cyan lines.
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Figure 7. TomoScand reconstruction of ionospheric electron density from the measurements
collected from 2018-11-09 19:56 to 20:00 UTC and profile validations. The electron density cross
section from longitude 23◦ is given in panel a) and the corresponding TEC map integrated from
the reconstruction in panel b). In panels c), d), and e) the measured EISCAT ESR32 and UHF
incoherent scatter radar and Juliusruh ionosonde profiles are given in red, the related reconstruc-
tion profiles with black and the prior distribution with cyan lines.
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at highest latitudes. Results with real data, in Figure 5 b), indicates also underestima-528

tion at evening and night time. A visual comparison of pierce points during the anal-529

ysis run suggests that the patches with higher electron density in Figure 5 b) could be530

associated with periods of better measurement coverage at higher latitudes. How the un-531

derestimation at high latitudes shows up in in individual reconstructions can be seen most532

clearly in the cross section and TEC map comparisons in Figure 3. The situation could533

be improved by increasing the horizontal correlation lengths, but this could also reduce534

the detail of the reconstructions in areas where more comprehensive measurements are535

available.536

Problems in reconstructing the enhanced E-region electron density measured with537

ESR32 ISR around 13 UTC can be traced by comparing the pierce points at the time538

in Figure 3 c) with ESR32 beam projection in Figure 1 a). Especially at the location where539

ESR32 beam propagates in E-region altitudes the satellite measurements are extremely540

sparse. Besides the sparsity of the measurements, as Tromsø ionosonde is not observ-541

ing any E-region activity, the predictive standard deviation is kept low at the correspond-542

ing altitudes, making E-region enhancements in reconstructions unlikely.543

The dynamical scaler γk−1 can be seen as simple continuity equation. The approach544

could be improved by adjusting γk−1 based e.g. on local time. However, as the idea here545

is to keep the approach as model-free as possible, the value is fixed. The γk−1 param-546

eter is also related to numerical stability. Due to the idiosyncratic measurement geom-547

etry and the shape of the standard deviation profiles the balancing for increased elec-548

tron densities at extreme altitudes, where typically little variation is expected, is prob-549

lematic. After such an event the measurements often struggle to have as strong evidence550

to show that these events have ceased. This results as artefacts in the reconstructions551

that pass from time step to another, eventually ruining the analysis run. The role of pa-552

rameter γk−1 < 1 is to attenuate the electron density in the whole domain. The new553

measurements then pull the electron density back to the real level.554

In TomoScand approach the DCB calibration is best to perform during the day time555

with a strong and smooth ionosphere. When the DCBs are combined correctly the GPS556

and GALILEO measurements provide information from both the ionosphere and the bi-557

ases. If bias estimation is performed on the simulated data during the ionospheric trough,558

the results show a trough already in the first solution. In this analysis, the once estimated559

biases were not updated in subsequent analysis. This has to do with the dynamical model560

in use. If the biases would be estimated each time, the dynamical step with γk−1 < 1561

would gradually push the whole ionospheric contribution to the bias estimates.562

The large differences between Tromsø VHF ISR and the ionosonde measurements563

in Table 1 could reflect the different resolutions of the instruments and the details of the564

ionosphere. Although the instruments are located practically in the same place, the aper-565

ture angles as well as operating principles of the instruments are different (Lilensten et566

al., 2005). It should also be borne in mind that, in the case of Tromsø Dynasonde, these567

are the results of automated analysis. Further conclusions from the discrepancy would568

require a more detailed analysis, however they provide a good reminder of ionospheric569

high-latitude dynamics and the level of accuracy that can be expected with ionospheric570

measurements.571

9 Conclusions572

The results with both simulated and real data suggest that TomoScand approach573

for ionospheric imaging provides generally realistic electron density reconstructions. In574

the real data case the validation with UHF incoherent scatter radar demonstrates com-575

petent performance for both day and night times. Compared to the low-elevation UHF576

incoherent scatter radar measurement, which extends at F-band altitudes to nearly 400577
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km from Tromsø, the imaging results show better agreement than the extrapolation from578

the ionosonde. Further away, at Juliusruh ionosonde with a distance of 1700 km from579

Tromsø, the general diurnal behaviour is captured in the reconstructions. The compar-580

ison with ESR32 incoherent scatter radar in Longyearbyen, Svalbard, demonstrates how581

the results will approach zero at areas with only few measurements. Although the re-582

sults may not justify the actual scientific use of the method at the latitudes of ESR32,583

these boundary data are important for realistic reconstructions in the more central part584

of the domain.585

The proposed approach can be seen especially as an extension for the field of view586

of radar-type measurements such as ionosondes and incoherent scatter radars. The anal-587

ysis can also be performed under slightly disturbed ionospheric conditions. The perfor-588

mance could probably be yet improved by taking into account of daily evolution in the589

dynamic scaling term or by using an ionospheric model to determine the F-layer prior590

height further away from the deployed input profile measurements. This would still dif-591

fer from using the model as a background electron density in assimilation. A desirable592

future development would be a network of profile measurements. Profiles could be used593

to determine the non-uniform prior standard deviation mask, but also as direct measure-594

ments at their locations.595

10 Open Research596

All the input, simulation and validation data used in the study (Norberg, 2022) are597

available at Zenodo via 10.5281/zenodo.6760141 as one dataset with acknowledgements598

given below.599

The ground-based GNSS measurements are provided in an hdf5 file as geometry600

free combinations with satellite hardware biases removed. The daily GNSS data and the601

precise orbits are provided by International GNSS Service (IGS) and the International602

Association of Geodesy Reference Frame Sub-Commission for Europe Permanent GNSS603

Network (EUREF EPN) available from the EUREF EPN Regional Data Centre by Bun-604

desamt für Kartografie und Geodäsie (https://igs.bkg.bund.de/). The dense GNSS net-605

works in Finland and Sweden are provided by Geotrim (www.geotrim.fi) and Swepos606

https://swepos.lantmateriet.se. The data can be used for non-commercial scientific re-607

search. Daily multi-GNSS differential code bias estimates were obtained through NASA608

Crustal Dynamics Data Information System (CDDIS)609

https://cddis.nasa.gov/archive/gnss/products/bias/.610

The GUISDAP analysed EISCAT incoherent scatter radar data was accessed via611

Madrigal Database at EISCAT (https://madrigal.eiscat.se/madrigal/) and EISCAT Dy-612

nasonde data via Dynasonde database (https://dynserv.eiscat.uit.no/DD/login.php) with613

simple registration. EISCAT is an international association supported by research or-614

ganisations in China (CRIRP), Finland (SA), Japan (NIPR and ISEE), Norway (NFR),615

Sweden (VR), and the United Kingdom (UKRI). These data are the intellectual prop-616

erty of the EISCAT Scientific Association. They may be freely used for the purpose of617

illustration for teaching and for non-commercial scientific research, provided that the source618

is acknowledged and to the extent justified by the non-commercial purpose to be achieved.619

Substantial use of these data should be discussed at an early stage with knowledgeable620

scientists within the EISCAT Scientific Association (EISCAT’s Headquarters, enquires@eiscat.se,621

can provide advice on suitable contacts) in order to clarify matters of use, calibration622

and potential co-authorship. Any further distribution of these data, including installa-623

tion in any database, must be accompanied by this statement and subject to the same624

conditions of use. The Juliusruh Ionosonde data is owned by the Leibniz Institute of At-625

mospheric Physics Kuehlungsborn.626
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An hdf5 file with independently solved (Vierinen et al., 2016) receiver DCBs used627

for comparison is included in the dataset (Norberg, 2022). The GPS data used for DCB628

comparison and access through the Madrigal distributed data system are provided by629

the Massachusetts Institute of Technology (MIT) under support from US National Sci-630

ence Foundation grant AGS-1242204. Data for TEC processing is provided from the fol-631

lowing organizations: UNAVCO, Scripps Orbit and Permanent Array Center, Institut632

Geographique National, France, International GNSS Service, The Crustal Dynamics Data633

Information System (CDDIS), National Geodetic Survey, Instituto Brasileiro de Geografia634

e Estatística, RAMSAC CORS of Instituto Geográfico Nacional de la República Argentina,635

Arecibo Observatory, Low-Latitude Ionospheric Sensor Network (LISN), Topcon Posi-636

tioning Systems, Inc., Canadian High Arctic Ionospheric Network, Centro di Ricerche637

Sismologiche, Système d’Observation du Niveau des Eaux Littorales (SONEL), RENAG638

: REseau NAtional GPS permanent, GeoNet - the official source of geological hazard in-639

formation for New Zealand, GNSS Reference Networks, Finnish Meteorological Institute,640

and SWEPOS - Sweden. Access to these data is provided by madrigal network via:641

http://cedar.openmadrigal.org/.642

Version 2.2 of the Pyglow used for obtaining IRI 2012 data is developed and avail-643

able at https://github.com/timduly4/pyglow. The International Reference Ionosphere644

(IRI) is an international project sponsored by the Committee on Space Research (COSPAR)645

and the International Union of Radio Science (URSI). GPSTk is sponsored by the Space646

and Geophysics Laboratory, within the Applied Research Laboratories at the Univer-647

sity of Texas at Austin (ARL:UT). Version 8.0.0 of the GPSTk used for GNSS data pro-648

cessing is preserved and available via https://github.com/SGL-UT/GPSTk and devel-649

oped openly at https://gitlab.com/sgl-ut/gnsstk-apps.650

Multifrontal Massively Parallel sparse direct Solver (MUMPS) used for matrix in-651

version is developed at http://mumps.enseeiht.fr. The R language MUMPS interface,652

RMUMPS, is developed openly at https://github.com/morispaa/rmumps. Besides the653

computation time, the results presented in the study do not dependent significantly on654

the third party software mentioned above or their specific versions, but other solvers could655

be used as well.656

In addition to all of the data providers and software developers mentioned above,657

we are grateful to the SuperMAG partners and members of the CASSIOPE/e-POP sci-658

ence team, especially the Coherent Electromagnetic Radiation tomography experiment659

(CER) for low Earth orbiting beacon radio transmissions.660
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