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Abstract13

We study the physical mechanisms that drive alpine slope deformation during water in-14

filtration and depletion into fractured bedrocks. We develop a fully coupled hydrome-15

chanical model at the valley scale with multiscale fracture systems ranging from meter16

to kilometer scales represented. The model parameterized with realistic rock mass prop-17

erties captures the effects of fractures via an upscaling framework with equivalent hy-18

draulic and mechanical properties assigned to local rock mass blocks. The important het-19

erogeneous and anisotropic characteristics of bedrocks due to depth-dependent variations20

of fracture density and stress state are taken into account and found to play a critical21

role in groundwater recharge and valley-scale deformation. Our simulation results show22

that pore pressure actively diffuses downward from the groundwater table during a recharge23

event, rendering a critical hydraulic response zone controlling surface deformation pat-24

terns. During the recession, the hydraulic front migrates downwards and the deforma-25

tion recorded at the surface (up to ∼4 cm) rotates accordingly. The most essential pa-26

rameters in our model are the fracture network geometry, initial fracture aperture (con-27

trolling the rock mass permeability), and regional stress conditions. The magnitude and28

orientation of our model’s transient annual slope surface deformation are consistent with29

field observations at our study site in the Aletsch valley. Our research findings have im-30

portant implications for understanding groundwater flow and slope deformations in alpine31

mountain environments.32

Plain Language Summary33

Groundwater recharge in alpine valleys mainly occurs during snowmelt and some-34

times during rainstorm events. When recharge builds up groundwater pressure in the35

fractured rock mass, the rock mass deforms, which causes complex displacement patterns36

at the slope surface. Here, we model this coupled process at the scale of an alpine val-37

ley with up to millions of fractures to investigate how the fracture system and regional38

stress condition affect the surface deformation magnitude and orientation. We show that39

the deformation is constrained by a deep pressurized zone below the valley ridges, which40

we call the hydraulic response zone (HRZ). The shape and location of the HRZ change41

throughout the year and control the complex patterns of hysteretic surface displacements.42

We compare our modeling results with our long-term deformation records from the lower43

Aletsch Valley and show that we can reproduce and explain the field observations. This44
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work brings a better understanding of the fracture networks’ role in surface deformations45

induced by recharge-related pore pressure variations. It suggests that the surface defor-46

mation patterns may also be used to infer information about the location and depth of47

the HRZ.48

1 Introduction49

The central European Alps uplift at rates over 2mm/y as shown by recent geode-50

tic studies (Sternai et al., 2019; Sánchez et al., 2018). On top of this secular trend, some51

mountain slopes are subject to strong, often centimetric, seasonal deformations (Hansmann52

et al., 2012; Glueer et al., 2021; Oestreicher et al., 2021). These annual cyclic deforma-53

tions could induce progressive rock mass fatigue (Eberhardt et al., 2016), contribute to54

long-term rock mass damage and participate in the initiation of slope instabilities (Grämiger55

et al., 2020). In some cases, they may also cause cracking of sensitive infrastructures such56

as concrete arch dams (Hansmann et al., 2012). Several studies have shown that these57

ground deformations are caused by natural seasonal variations of recharge and ground-58

water levels in phreatic mountain aquifers (e.g. Loew et al., 2007; Hansmann et al., 2012;59

Rouyet et al., 2017; Serpelloni et al., 2018; Silverii et al., 2020; Pintori et al., 2021; Oestre-60

icher et al., 2021). While pore pressure changes associated with groundwater recharge61

in aquifers drive rock mass deformation (one-way coupling, e.g., Loew et al., 2015; Preisig62

et al., 2012), stress/strain changes in solid skeletons could also, in turn, cause pore pres-63

sure variations and affect groundwater flow in geological formations (Biot, 1941; Terza-64

ghi, 1923; H. F. Wang, 2000; Manga et al., 2012; Min et al., 2004). Due to the hetero-65

geneous nature of alpine mountain slopes, the detailed understanding of the underlying66

physical mechanisms of such cyclic slope deformations in alpine valleys and their spatio-67

temporal dynamics remains challenging.68

Rock slopes in alpine regions are commonly characterized by natural fracture sys-69

tems (e.g. joints and faults) across many different length scales (Bonnet et al., 2001; Lei70

& Wang, 2016). These discontinuities in rock often exhibit a wide range of fracture lengths71

that may follow a power-law distribution (Bonnet et al., 2001; Lei & Wang, 2016). They72

tend to play a crucial role in coupled hydromechanical processes in geological media (Rutqvist73

& Stephansson, 2003; Lei et al., 2017), often serving as the main pathways for ground-74

water flow (Banks & Robins, 2002; Pruess, 1999; Liu et al., 2002; Lei et al., 2020) and75

dominating the mechanical properties of rock masses (Hoek & Brown, 1997; Einstein et76
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al., 1983; Eberhardt et al., 2004; Lei & Gao, 2018). An increased pore pressure may lead77

to a reduction of the effective stress on fracture walls, causing fracture opening and shear78

reactivation (Zimmerman & Main, 2004; Lei & Barton, 2022). In turn, the normal open-79

ing and shear dilation of a fracture would lead to an increase of fracture aperture and80

permeability (Lei et al., 2016, 2015; Witherspoon et al., 1980; Bandis et al., 1983; Bar-81

ton et al., 1985). Numerous studies have investigated the two-way hydromechanical cou-82

pling in the context of fluid injection and hydraulic stimulation (e.g. Salimzadeh et al.,83

2018; Dutler et al., 2020; Lei et al., 2021) as well as underground excavations (e.g. Zhao84

et al., 2021; Tsang et al., 2012), but limited research has been done regarding natural85

groundwater fluctuations and related slope deformations in alpine mountains. Some stud-86

ies of one-way coupling have been done, however, without considering discrete fractures87

and the stress effect on groundwater flow (Grämiger et al., 2020).88

At the scale of an alpine valley slope, the groundwater flow is strongly influenced89

by the topography (Gleeson & Manning, 2008; Welch & Allen, 2012; Goderniaux et al.,90

2013) and the bedrock permeability structure which is often characterized by a high-permeability91

zone at shallow depth (Manning & Ingebritsen, 1999; Achtziger-Zupančič et al., 2017;92

Welch & Allen, 2014; Rapp et al., 2020; Fu et al., 2022). Moon et al. (2020) show that93

stress conditions in the subsurface, influencing the normal closure and shear dilation of94

fractures, explain the zone of high permeability in the near-surface (in the first few hun-95

dreds of meters). In addition, as shown in many places, the fracture density is also depth96

dependent with a high fracture density in the near-surface promoting an enhanced per-97

meability as well (e.g. Moon et al., 2020). It is yet unclear what consequences such large98

permeability gradients in the near subsurface have on the pore pressure-related surface99

deformation magnitude and orientation.100

While the annual recharge and recession-related surface deformation magnitudes101

in alpine valleys have been addressed in several papers, no detailed investigations of the102

underlying processes and resulting displacement patterns have been carried out so far.103

In this paper, we investigate the effects of fractures on the spatial and seasonal rock mass104

deformation patterns (displacement vector magnitudes, annual hysteresis and vector ori-105

entations) associated with transient groundwater flow through bedrock slopes. We de-106

velop a fully coupled hydromechanical model simulating the essential processes and phe-107

nomena within kilometric height valley flanks with the multiscale fracture system rep-108

resented. We focus on Alpine recharge cycles, with dominant groundwater recharge from109
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snowmelt in late spring to early summer and groundwater depletion during the rest of110

the year. We investigate the role of the depth-dependent fracture density, the role of main111

fracture network properties, and the role of the regional stress conditions on valley sur-112

face deformations. This paper is organized as follows. In Section 2, we discuss some key113

observations of groundwater-related slope deformation signals in our study area, the Aletsch114

valley in Switzerland, and introduce the fracture pattern and geology at the study site.115

The conceptual model presented in this paper is driven by these observations and inte-116

grates realistic parameter ranges for this type of fractured bedrock alpine valley. In Sec-117

tion 3, we present the mathematical formulations of the fully coupled hydromechanical118

model followed by the model setup shown in Section 4. The Section on simulation re-119

sults (Section 5) describes in detail how subsurface coupled processes control surface dis-120

placement patterns. This includes the temporal and spatial variations of pore pressure121

and rock mass deformations during recharge events and subsequent groundwater deple-122

tion periods, and the effects of selected key parameters, such as fracture orientation, den-123

sity, aperture and regional stress field. We finally discuss the results in a broader hydro-124

geological context and compare them with the surface deformations observed in the Aletsch125

valley (Section 6).126

2 Groundwater-Related Deformation in the Aletsch Valley127

Ground surface displacements have been monitored around the tongue of the Great128

Aletsch Glacier (Southern Swiss Alps) by Glueer et al. (2021) and Oestreicher et al. (2021)129

since 2012, using continuous Global Positioning System (cGPS) stations (Limpach et al.,130

2016). The six cGPS stations (i.e., AL01, AL02, AL03, ALTS, ALTD, and FIES), an-131

chored on the granitic and gneissic bedrock of the Aar massif, exhibit long-term trends132

and cyclic displacements on top of some random noises (Oestreicher et al., 2021). To il-133

lustrate this observation, we select six topographic profiles, which pass through the six134

cGPS stations and transect from the mountain crest to the valley bottom (Figure 1). It135

can be seen that most of the cyclic displacements captured at the stations are constrained136

in the vertical plane of each corresponding profile. All stations except ALTD record out-137

ward displacement (positive in the longitudinal direction in green) from spring to early138

summer and inward displacement during late summer to winter. The annual cyclic ver-139

tical displacement is either small or below the noise level at most stations. This differs140

at station FIES, where the vertical displacement component exhibits a significant up-141
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lift of the station in spring and subsidence during the summer and fall. We note that FIES142

is situated closest to the ridge of the slope, while other stations are closer to the bottom143

of the valley or the current ice elevation (see Figure 1).144

Figure 2 shows the daily position of each cGPS station through the year in the ver-145

tical plane of the profiles of Figure 1. The monthly average positions of the cGPS points146

(labeled with numbers) follow an annual hysteretic loop, with significant local variations147

between stations. Stations AL02, FIES, and ALTD are located on South-East facing slopes,148

while AL01, AL03, and ALTS are on North-West facing slopes. ALTD is the only sta-149

tion not displaying any significant annual cyclic displacement. Station AL02 moves ap-150

proximately horizontally out of the slope in spring, with a fast motion in April and May.151

The peak displacement occurs in May. FIES starts its spring displacement in June and152

peaks in July before returning to its initial position at a lower speed during the summer153

and autumn. Between April and July, FIES moves upwards and outwards, 2.4 cm. FIES154

is located in the Fiesch valley at an elevation of ∼2350ma s l, while AL02 is located in155

the Aletsch valley at ∼1950ma s l, where the temperature is higher, and the snow melts156

earlier in the year. The three stations on the North-West facing slope of the Aletsch val-157

ley all show a similar pattern of fast spring displacement in May and June outwards, fol-158

lowed by a slower displacement back to its winter position (November to April). At sta-159

tion AL03, the displacement between February and July reaches 2.6 cm. The stations160

displaying annual cyclic motion have a slight counter-clockwise hysteresis, close to the161

noise level of the cGPS instruments outlined by the daily average positions (colored dots162

in Figure 2).163

The rock mass structure has been assessed based on field and remote data aqui-164

sition methods. About 1400 fracture descriptions were manually recorded in the field,165

134 outcrops were fully characterized for fracture sets and 6373 lineaments were traced166

from high-resolution orthophotos (see Figure 3) in the Aletsch valley. Subvertical joints167

parallel to the Alpine foliation form the primary set of persistent and closely spaced frac-168

tures, dipping to NW (Figure 3), (see also Grämiger et al., 2017). In addition, three joint169

sets are steeply dipping. Two of them are approximately perpendicular to the Alpine fo-170

liation; the third is dipping to S. These joint sets are often persistent, and the spacing171

between joints varies depending on the outcrop locations, in general around 0.4m to 4m.172

We identify two sets of flatter fractures with a larger spacing in the order of meters, one173

of them follows the current topography and is only identified on the left flank of the val-174
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A

B C

Figure 1. (A) Digital Elevation Model of the study area with 6 cGPS stations (yellow tri-

angles) transected by (B) the selected 6 topographic profiles (green lines). Note that the Great

Aletsch Glacier is represented in blue; the dashed line below the ice is the extrapolated bedrock

surface to the center of the valley; the positions of the cGPS stations are at the intersection be-

tween the red and green arrows. (C) 3D displacement data of the cGPS stations, with red (V)

being the vertical displacement, green (H) being the horizontal in-plane displacement (in the

downhill direction), and black (T) being the out-of-plane displacement (towards the reader) in

cm.
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Figure 2. Annual motion in cross-section at each cGPS stations, in cm. Monthly average

positions are points with a black outline, and colored points are daily average. Labels are months

in the year.
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ley. The other is found on both sides of the valley, often dips flatter than the current to-175

pography and the fractures’ dip direction is predominantly SSW on the right flank of176

the valley and W on the left flank. We consider these two joint sets to be two genera-177

tions of exfoliation joints. The orientation of larger lineaments (mainly brittle-ductile178

faults) is often parallel to the Alpine foliation. These subvertical NW dipping fractures179

(joints and faults) are suggested to strongly influence the infiltration and flow of the ground-180

water and participate in the rock mass deformation (Oestreicher et al., 2021). The lin-181

eaments can be traced on bedrock outcrops. Local Quaternary sediment cover from moraines182

and colluvial deposits inhibit fracture tracing from aerial images as well as during field-183

work (see Figure 3). The length of the lineaments is, therefore, sometimes underestimated184

due to the size of the outcrops. Below 2m, fracture traces are under-sampled due to the185

extensive work needed to map smaller discontinuities at the valley scale and limitations186

due to the resolution of the orthophotos. The longest traces are around 1 km long and187

often consist of large-scale fault zones.188

3 Numerical Methods189

3.1 Problem Conceptualization190

We develop numerical simulations to facilitate the interpretation of the underly-191

ing mechanisms of observed slope surface deformations. We construct a geological model192

(see Figure 4) to realistically represent fractured rock slopes in typical alpine mountain-193

ous environments. Note that we do not attempt to build a model to accurately repro-194

duce the conditions at Aletsch valley, but rather aim to investigate the problem from a195

generic perspective. We discretize the domain (with a width of about 10 km) into a dense196

grid of blocks with the block size at the hectometer scale. We model the distribution of197

mesoscale fractures (e.g., with lengths smaller than the grid block size) based on the dis-198

crete fracture network (DFN) approach (Lei et al., 2017) with their impact on the rock199

mass properties of each grid block modeled through a homogenization paradigm. Large-200

scale fault zones (with lengths much larger than the grid block size) are not considered201

in the current model, and will be explored in a separate work; we will address the po-202

tential impact of large-scale fault zones in the discussion.203
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Infiltration and seepage face

Roller boundary
No flow

Aperture

Single fracture1000 m Grid block

Alpine valley
Study area
P1

P2
P3

P4
P5

Figure 4. Schematic showing the model setup for the alpine valley simulation. The problem

domain is discretized into a mesh of grid blocks assigned with equivalent properties taking into

account the distribution of meso-scale fractures. The central dashed rectangle marks the study

area.

3.2 Geomechanics Model204

The mechanical equilibrium of the fractured rock is governed by:

∇σ + fb + fext = 0 (1)

where σ is the total stress, fb is the body force, and fext are the external forces such as

boundary loads. The stress-strain relationship of the rock material obeys the linear poroe-

lasticity law (Jaeger et al., 2007) given as:

ϵ = C : σ′ = C : (σ − αpI) (2)

where ϵ is the strain, C is the compliance tensor, σ′ is the effective stress, α is the Biot-205

Willis coefficient, p is the pore pressure, and I is the identity matrix.206

The closure behavior of a fracture under normal compression is governed by (Bandis

et al., 1983):

vn =
1

1/vm + κn0/σ′
n

(3)

where vm is the maximum allowable closure, κn0 is the initial normal stiffness, and σ′
n

is the effective normal stress (i.e., σ′
n = σn − p, where σn is the normal stress). For a
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fracture subject to shearing, the shear stress-shear displacement relationship is governed

by Coulomb’s friction law with the peak shear stress τp = σ′
n tanϕr where ϕr is the

friction angle of the fracture. The shear displacement of the fracture walls τs could in-

duce dilational displacement vs which may be estimated as (Willis-Richards et al., 1996;

Rahman et al., 2002; Ucar et al., 2017; Rutqvist et al., 2013; Gan & Elsworth, 2016):

vs = −|τs| − τp
κs

tanϕd (4)

where κs is the shear stiffness, and ϕd is the dilation angle given by (Ladanyi & Archam-

bault, 1969; Lei et al., 2020):

ϕd = arctan
[
tanϕi0

(
1− σ′

n

σc

)4]
(5)

where ϕi0 is the initial dilation angle, and σc is the uniaxial compressive strength of the

intact rock. The fracture aperture bf is then calculated as (Lei et al., 2016):

bf = bf0 − vn − vs (6)

where bf0 is the initial aperture of the fracture (under zero stress).207

For each grid block embedded with fractures, we compute the compliance tensor

as (Oda et al., 1993):

Cijkl =

Nc∑[( 1

κnl
− 1

κsl

)
Fijkl +

1

4κsl

(
δikFjl + δjkFil + δilFjk + δjlFik

)]
+Cijklmat (7)

where Nc is the number of fractures within the block, κn and κs are the normal and shear

stiffnesses of the fracture, respectively, l is the fracture length, δij is the Kronecker’s delta,

Cmat
ijkl is the compliance tensor of the intact rock matrix, Fij and Fijkl are the so-called

crack tensors derived as (Oda, 1986; L. Wang & Lei, 2021):

Fij =
l2

Ab
ninj (8)

Fijkl =
l2

Ab
ninjnknl (9)

where Ab is the block area, and ni, nj, nk and nl are the directional components of each208

fracture.209

3.3 Groundwater Flow Model210

The continuity equation for single-phase fluid flow in fractured rocks is given by:

∂(ρwφ)

∂t
+∇ · (ρwq) = Qs − ρwα

∂ϵv
∂t

(10)
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where ρw is the density of water, φ is the porosity, Qs is the source term, ϵv is the vol-

umetric strain of the solid skeleton, and q is the flux defined in Darcy’s law as:

q = − k

µw
(∇p− ρwg∇z) (11)

where k is the permeability and µw is the dynamic viscosity of water. Furthermore, the

storage behavior is governed by:

∂(ρwφ)

∂t
= ρwS

∂p

∂t
(12)

where S is the storage coefficient. The above equations (10)-(12) may be reduced to (Rutqvist

& Stephansson, 2003):

ρw

(
S
∂ρ

∂t
+ α

∂ϵv
∂t

)
−∇ ·

(
kρw
µw

∇p

)
= Qs (13)

For each grid block, the rock mass permeability tensor is calculated as:

kij =
1

12

Nc∑
(Pkkδij −Pij) + kmat

ij (14)

where kmat
ij is the permeability tensor of the intact rock matrix, and Pij is the crack ten-

sor calculated as:

Pij =
b3f l

Ab
ninj (15)

4 Model Setup and Calculation Procedure211

We construct a representative alpine valley with two symmetric valley flanks (high-212

lighted by a dotted rectangle in Figure 4), bounded by two additional auxiliary valley213

flanks to minimize boundary effects. The model has an elevation change between the top214

and bottom of the slope of 1000m and width from crest to crest of 5000m. We consider215

a fluvial valley approximated as a smooth V shape with a slope angle of ∼21.8° (see Fig-216

ure 4). To avoid lateral boundary effects, there are valleys symmetric to the one stud-217

ied on the left and right sides, such that the model boundaries are always one valley away218

from the study area. The domain subject to gravity has the bottom constrained by a219

roller boundary condition, while the top is a free surface. The left and right are subject220

to a displacement control; a zero horizontal displacement corresponds to a roller bound-221

ary condition, and a non-zero value defines a prestrained condition increasing with depth;222

the vertical displacement is unconstrained.223

For the groundwater flow model, we make an assumption that there is little lat-

eral flow in the subsurface below the rivers forming the lateral boundaries of the model,
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so that we define the bottom as well as the sides of the model as no flow boundaries. At

the surface, we model both the recharge process during periods of recharge and the seep-

age process at locations where the groundwater table reaches the ground surface (Chui

& Freyberg, 2009; Grämiger et al., 2020):

−nρu = ρ(χsfs + χu
kmρrg

µw
finf) (16)

where n is the normal to the surface, u is the fluid velocity, km is the permeability of the224

surface rock, ρr is the rock density, g is the gravitational force, finf is the recharge func-225

tion and fs is the seepage velocity function, χs and χu are the smoothing functions for226

the saturated and unsaturated parts of the boundary, respectively.227

The material properties are listed in Table 1. The parameters are chosen to real-

istically represent a bedrock consisting of gneiss/granite embedded with small-scale (<5m)

fractures. Properties of the medium to large-scale fractures (<200m) are also listed in

Table 1. Two different approaches are applied to generate realistic fracture networks. In

the first approach, we consider a system with a random orientation of fractures, and a

depth dependency of the fracture density, as observed in many geological settings world-

wide (Achtziger-Zupančič et al., 2017; Carlsson et al., 1983). The variation of fracture

density follows an exponential function as:

d(z) = dmin(dmax − dmin) exp(−ζ z) (17)

where z is the depth below surface, dmin the residual fracture density, dmax the maxi-

mum fracture density, and ζ is the density decay rate. In the base case model, we set

the exponential decay factor ζ at 7.4×10−4 1/m, the ratio dmin/dmax at 0.1 and the to-

tal number of fractures in the model domain at 1×105. The distribution of fracture lengths

follows a power-law:

n(l) = ω l−a for l ∈ [lmin, lmax] (18)

where ω is the density term, lmin the minimum length set at 2m, lmax the maximum length228

set at 200m, and a the power-law exponent (assumed as 2 in the current study).229

In the second approach, we define the fracture system with systematic fracture sets.230

It allows us to define a set of subparallel fractures with the same depth-density relation-231

ship as above (see Equation 17) and dispersion of 0.62 rad and test the effect of the pref-232

erential orientation of hydraulically active fractures (i.e. fractures carrying water have233

a subparallel orientation, inducing a substantial rock mass anisotropy).234
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Table 1. Material properties of groundwater and fractured rocks

Properties Symbols Values Units

Water

Density ρw 1000 kg/m3

Viscosity µw 8.9× 10−4 Pas

Compressibility cw 4.4× 10−10 1/Pa

Rocks

Density ρr 2700 kg/m3

Initial porosity φ0 1× 10−2 -

Residual porosity φr 1× 10−3 -

Uniaxial Compressive Strength σc 150 MPa

Young’s modulus Er 50 GPa

Poisson’s ratio νr 0.25 -

Initial permeability kr 1× 10−19 m2

Biot-Willis coefficient αs 1 -

Fractures

Initial aperture b0 0.01 - 1 mm

Maximum allowable closure vm 0.001 - 0.9 mm

Initial normal stiffness κn0 20 - 60 GPa/m

Initial shear stiffness κs0 10 - 30 GPa/m

Friction angle ϕr 31 °

Initial dilation angle ϕi0 5 °

Minimum fracture length lmin 5 m

Maximum fracture length lmax 200 m

Power-law length exponent a 2 -

Density decay with depth ζ 7.4× 10−4 -

Density ratio dmin/dmax 0.01 - 1 -

Total number of fractures N 5× 104 - 2× 105 -
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We perform a series of simulations to explore the role of fractures in the ground-235

water flow and rock mass deformation, and the simulation results will be shown in Sec-236

tion 5. The first scenario is considered as the base case, with 1×105 fractures having237

an isotropic orientation, and a depth-dependent fracture density (residual density ratio238

dmin/dmax of 0.1). The initial aperture of the fractures b0 is set at 0.15mm with a max-239

imum allowable closure vm at 0.135mm, and an initial normal and shear stiffnesses of240

respectively 25GPa/m and 12.5GPa/m. To test the importance of the depth-dependent241

fracture density, we run simulations with various residual density ratios, from 0.01 (very242

strong density decrease with depth) to 1 (uniform density in the model, no depth-dependency)243

(see Section 5.2). We also analyze the effect of fracture anisotropy in a scenario where244

there is only one vertical set of fractures, with a random dispersion of the dip angle of245

30° and a scenario with a set of oblique 45° inclined fractures, with a random dispersion246

of the dip angle of 30° too (Section 5.3). Then, we run a sensitivity analysis on the ini-247

tial fracture aperture (Section 5.3). We also apply strain on the lateral boundaries to248

explore scenarios under higher tectonic confinements (Section 5.4).249

The simulation runs in three consecutive stages. In the first stage, the pore pres-250

sure and mechanical loads are progressively ramped up in a stationary step. In the sec-251

ond stage, the model is run in a time-dependent manner and progressively brought to252

equilibrium by totaling nine recharge/depletion cycles. Finally, a last recharge/recession253

cycle is simulated. Only this last one is considered in this study to ensure that the model254

is at equilibrium and does not exhibit inter-annual trends in pore pressure change or sur-255

face deformation. We model a single annual recharge step representing groundwater recharge256

in response to snowmelt. The other smaller recharge events during the rest of the year257

are considered by applying a constant minimum recharge rate of a third of the recharge258

rate during snowmelt. The snowmelt recharge pulse starts at 35% and stops at 60% of259

the year, corresponding roughly to the period between May and early August in the North-260

ern hemisphere. The maximum recharge rate is taken as ∼1.1mm/d, corresponding to261

a total yearly water amount of 0.1m. Considering a recharge rate of ∼10%, the precip-262

itation needed is around 1m/y which is a reasonable amount for typical alpine environ-263

ments (Markovich et al., 2019).264

We discretize the problem domain using an unstructured mesh of triangular ele-265

ments with the maximum element size of 60m and a refinement at the top surface (with266
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Figure 5. Model with random fracture orientations and depth-dependent fracture density.

A: Generated discrete fracture network. B: Permeability field, with permeability ellipses scaled

with the logarithm of the permeability magnitude. C: Stress modeled in the valley (the length

and orientation of each line represent the magnitude and orientation of principal stresses, respec-

tively). D: Observed change in groundwater table before and after the spring snowmelt recharge

and corresponding displacement observed in the rock mass between these two instants.

a size of 5m). The solver adapts the simulation time step with a maximum step of 1 d267

during periods of recession and 0.1 d during periods of recharge.268

5 Simulation Results and Analysis269

5.1 Pore Pressure-Driven Displacement in Fractured Rock270

In the scenario that we define as the base case in this paper, rock masses exhibit271

an exponentially decaying areal fracture intensity (P21) with depth (Figure 5A), vary-272

ing from around 20m/m2 at the near-surface to around 12m/m2 in the deep subsurface.273

The permeability also decreases from a value of around 2×10−14 m2 at the near-surface274

to a much lower permeability of ∼1×10−17 m2 in the deep subsurface (see Figure 5B).275

The permeability is strongly affected by local stress conditions, which control fracture276
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normal closure and shear dilation behaviors. The principal directions of the stress ten-277

sor are shown in Figure 5C and exhibit a rotation from parallel to the topography (re-278

verse faulting, horizontal over vertical stress ratio between 1 to 5) in the near-surface to279

vertically oriented in the deep subsurface (strike-slip faulting regime, with stress ratio280

ranging between 0.3 to 1). The effect of local stress state on rock mass permeability can281

be further visualized in Figure 6, where the permeability is generally lower for an ob-282

servation line below the center of the valley (P3, see Figure 4) compared to those obser-283

vation lines in the middle of the slopes (P2 and P4) or below the crests (P1 and P5). Fig-284

ure 5D shows the variation of groundwater table in the rock mass between the low wa-285

ter level time (before the start of the main recharge pulse) and the high water level time286

(at the end of the main recharge period). The phreatic surfaces of both water level con-287

ditions are the blue curves; the area that is permanently saturated is in dark blue, while288

the area where the water table fluctuates is colored in light blue (see Figure 5D).289

The displacement field is also shown in Figure 5D, where black arrows illustrate290

the orientation and magnitude of ground displacement between the start and end of the291

recharge period. The deformation is systematically oriented towards the center of the292

valley and upwards during recharge events. The maximum displacement amplitude is293

of centimetric level at the mountain crest (up to 3.4 cm) and appears negligible near the294

valley bottom. At the mountain crests, the deformation is mostly subvertical. For points295

at the surface between these two limiting locations, we observe a progressive rotation of296

the displacement direction, passing through horizontal and oriented towards the center297

of the valley around the points where the slope is permanently fully saturated and ori-298

ented upwards for points higher in the slopes (see Figure 5D).299

The displacement changes over time, simultaneously with the diffusion of the recharge-300

related pore pressure front migrating from the top of the mountain crests to the bottom301

of the domain and laterally to the valley center, where discharge occurs (see Figure 7).302

During recharge, most of the deformation is concentrated in the top region of the do-303

main (see Figure 7A), and the surface displacement is more significant in the top half304

of the slope than near the valley bottom. The orientation of the displacement is verti-305

cal upwards close to the crests, but rotates to horizontal around the bottom of the slope306

and is even oriented downwards at the center of the valley. At the end of the recharge307

period, the displacement reaches its maximum at the surface (see Figure 7B). Points in308

the bottom half of the slope start to rotate and point upwards. We see a transfer of the309
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Figure 6. Vertical permeability profiles below the five points displayed in Figure 4. The con-

tinuous black line is the equation from the field measurements of permeability in crystalline rocks

worldwide from Achtziger-Zupančič et al. (2017), and the dashed black line is the equation from

the dataset of Manning and Ingebritsen (1999).
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Figure 7. Selected times for comparison with low water table conditions before the recharge

starts. The first row shows the displacement field relative to the start of the recharge (black ar-

rows, whose length is the magnitude of the deformation) and the groundwater table (continuous

blue lines). The second row shows the head pressure difference relative to the low water table

conditions. The pore pressure plume is in purple (dashed line is 20m contour line, delimited to

help the reader visualize the propagation of the pore pressure diffusion front). The last row shows

the corresponding deformation field in microstrain (µm/m).

strained rock mass to deeper zones, together with the diffusion of the pore pressure plume.310

After the end of recharge, the pore pressure plume diffuses to the deepest parts of the311

domain and laterally to the center of the valley (see Figure 7C). Rapidly, the differen-312

tial pore pressure is reduced. However, the pore pressure anomaly is preserved at the end313

of the recharge in the bottom part of the system. During the recession period, the sur-314

face displacement magnitude is strongly reduced, and the displacement direction pro-315

gressively rotates upwards (see Figure 7D). Figure 8 shows the displacement data at the316

three control points P1, P2, and P3, for a full cycle of recharge and recession. The dis-317

placement at the crest and valley bottom is predominantly vertical. However, the log-318

arithmic scale helps to detect a minor hysteresis caused by a small random asymmetry319

in the fracture network on both sides of the control points (see Figure 8). At the mid-320

slope, the hysteresis is much larger, with a displacement of the control point out of the321

slope during recharge and an upwards rotation during the recession (see Figure 8).322
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Figure 8. Displacement during a cycle of recharge and recession at the three control points

P1, P2, and P3 shown in Figure 4. The recharge is in blue, the recession in red, and the transi-

tion at the end of the recharge in grey. Both scales are logarithmic, and the data is transformed

by removing the minimum value of the timeseries and adding 1 cm.
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5.2 Effect of Fracture Network Geometry323

The model with a uniform fracture density distribution (i.e., without depth depen-324

dency) also shows a marked decrease of the rock mass permeability with depth, vary-325

ing from around 5× 10−14 m2 near the surface to 1× 10−16 m2 at great depth, due to326

the variation of in-situ stresses with depth. In comparison to the base model presented327

in Section 5.1, a model with uniform fracture density has larger permeability at depth.328

This results in smaller (∼100m) groundwater table variations during a recharge/recession329

cycle (see Figure A6 in appendix) compared to the base model. The smaller pore pres-330

sure fluctuations observed in the rock mass lead to a smaller magnitude of the seasonal331

deformation. The maximum displacement observed during the recharge for the model332

with a uniform fracture density distribution is 6mm while it is 36mm for a model with333

the density ratio dmin/dmax = 10% and even 42mm for a model with dmin/dmax =334

5% (see Figure A6 in appendix). The density decrease with depth also influences the335

orientation of the displacement. We observe that the vertical displacement is more sen-336

sitive to the variations of the residual density ratio than the horizontal displacement, as337

captured by the points in the middle of the slopes. This effect is more pronounced for338

a density ratio smaller than 20%, where the changes in displacement magnitudes are also339

more significant. For a residual density ratio above 20%, the horizontal displacement340

magnitude is in general consistently around 1.5 times larger than the vertical one (see341

Figure A6 in appendix).342

Figure A1A shows the fracture network for a scenario with a single hydraulically343

active fracture set, where fractures are oriented vertically with a dispersion of 10°. In344

such a case, the permeability field exhibits a strong anisotropy, where the vertical com-345

ponent of the permeability tensor is significantly larger than the horizontal one (see Fig-346

ure A1B). In comparison with the base case (Section 5.1), the groundwater table eleva-347

tion changes (up to 150m below the crests) are reduced in the case of a model with solely348

vertical fractures (both models have the same number of fractures in the rock mass and349

the same depth-dependent density decrease). The downwards-oriented displacement be-350

low the center of the valley is of smaller magnitude. The displacement at the valley’s sur-351

face has a lower dip angle and a lower magnitude (approximately −20%) than that in352

the model with randomly oriented fractures. For a model with a set of 45° inclined frac-353

tures, the displacement at the surface is asymmetric, with the crest deforming in a di-354

rection parallel to the strike of the fractures (see Figure A3). Due to the strongly anisotropic355
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permeability field, the water from the recharge diffuses from the crest preferentially fol-356

lowing the fractures, and induces a large deformation only on that side of the valley. The357

other valley flank has a significantly lower permeability (see Figure A3B), and signifi-358

cantly less surface displacement (see Figure A3D). In conditions where a single fracture359

set dominates the rock mass discontinuity pattern (e.g., Figure A1 and Figure A3), the360

strongly preferred orientations of hydraulically active fractures in the rock mass result361

in an anisotropy of the rock mass permeability. This anisotropy in permeability leads362

to smaller groundwater table elevation changes and pore pressure variations and higher363

groundwater table elevations in the slope. In parallel, the anisotropic elasticity of rock364

masses also affects the slope’s displacement. With a set of vertical fractures, as shown365

in Figure A1, there is a zone (∼200m deep below the valley bottom and ∼1200m deep366

below the crests) where the slope deforms around 6% to 12% more in the vertical di-367

rection than in the horizontal direction. This is because the shear stiffness of fractures368

is typically lower than their normal stiffness.369

5.3 Effect of Fracture Aperture and Rock Mass Permeability370

We further evaluate the impact of fracture initial and residual aperture and stiff-371

ness, which exert a major control on the rock mass permeability (e.g., for the initial aper-372

ture variation of 0.1mm to 1mm the observed permeability varies by around three or-373

ders of magnitude; see Figure 9). The increase in permeability is not homogeneous in374

space and is particularly significant close to the surface, where the permeability is higher375

(see Figure A5A in the appendix). Normalizing the permeability change with the orig-376

inal permeability reveals that the largest relative permeability difference is at depth be-377

low the valley and minimal near the mountain crests (see Figure A5B in the appendix).378

Figure A5 shows that the relationship between the initial fracture aperture and the per-379

meability is not trivial. To better compare the results of the models with different ini-380

tial fracture aperture values, we analyze the time series of pore pressure and displace-381

ment at the five control points as marked in Figure 4.382

In Figure 10, one can see that the groundwater table follows a similar trend for all383

control points if the initial aperture is large (e.g., 1mm), showing an increase during the384

recharge followed by a gradual decrease during the recession period. The maximum ground-385

water level is reached at the end of the recharge (see the red dashed line), and the min-386

imum level is reached at its start (see the blue dashed line). Decreasing the initial frac-387
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Figure 9. Arithmetic mean permeability per depth intervals in the entire model domain,

when varying the initial aperture of the fractures in the rock mass, in logarithmic scales. Darker

colors are for deeper zones of the model domains below the surface.
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ture aperture (and thus, the rock mass permeability) strongly affects the groundwater388

table and its fluctuations. We observe that the groundwater table elevation difference389

between control points at a given time increases with a reduced fracture aperture.390

The horizontal displacement shown in Figure 10F to 10K is negligible in a system391

with large fracture initial apertures. The average change in hydraulic gradient between392

low and high water conditions is relatively small (0.09 for an initial fracture aperture of393

1mm). With the decrease of fracture aperture, we observe that the horizontal displace-394

ment becomes more significant (>1.5 cm) for points in the middle of the slope (P2 and395

P4) while remains small for points at the crests (P1 and P5) and valley bottom (P3).396

The hydraulic gradient varies also more (0.12 for an initial fracture aperture of 0.15mm).397

The displacement between the start and end of the recharge period is positive at P2 and398

negative at P4, i.e., oriented towards the center of the valley (see Figure 10G and 10I).399

The vertical displacement exhibits a strong uplift at all control points during the recharge400

for models with large initial fracture aperture values (Figure 10L to 10P), but the up-401

lift is strongly reduced in systems with small initial fracture aperture values at mid-slope402

and below. At the valley bottom (P3), for a particularly small initial fracture aperture403

(say below 0.2mm), the effect is reversed, and the control point exhibits minor subsi-404

dence during the recharge period. As the initial fracture apertures (and hence rock mass405

permeability) are reduced, the pore pressure hydraulic front extends less far down in the406

slope. Therefore, the zone with elevated pore pressure changes during recharge impacts407

a smaller volume of rock mass, which impacts the surface deformation.408

In Figure 11A, the groundwater table elevation at the end of the recharge period409

(red dashed line in Figure 10) exhibits an increase in groundwater table gradient in the410

slopes for systems with lower initial fracture aperture. The pore pressure changes (Fig-411

ure 11B) reach a maximum of 250m below the mountain crests for the scenario with an412

initial fracture aperture of 0.2mm. For scenarios with a larger initial aperture, the ground-413

water table changes progressively converge towards a value of 100m; for smaller initial414

apertures, the magnitude of changes decreases for all control points (see Figure 11B).415

The horizontal and vertical displacements are also shown in Figure 11C, and D. Most416

of the horizontal deformation happens for a small range of initial fracture aperture. At417

low initial fracture apertures (when the groundwater head changes decrease in Figure 11B),418

both the horizontal and vertical components of the deformation are negligible. At large419

initial fracture apertures (when the groundwater head changes converge to 100m, and420
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Figure 10. Groundwater table and displacement time series over 1 y as recorded at five con-

trol points (see Figure 4 for their locations; P1 and P5 are at crest positions, P2 and P4 are at

the mid-slope, and P3 is at the valley bottom). The dotted lines are the recharge period’s start

(blue) and end (red). The color of the curves indicates the value of initial fracture aperture. A-E:

Time series of groundwater table elevation; F-K: Horizontal displacement at control points; L-P:

Vertical displacement at control points.
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the hydraulic gradient is small in Figure 11A), the vertical component of deformation421

is strongly dominant, and the entire valley is uplifted during recharge.422

5.4 Effect of Regional Stress Field423

We investigate the effect of regional stress conditions by progressively increasing424

the strain at the lateral model boundaries. The stress field in the model domain then425

varies, and the ratio between horizontal and vertical stress increases locally (see Figure 12).426

The change in stress ratio is particularly marked close to the valley center, and the area427

of the domain that is in a reverse faulting regime (with the horizontal stress larger than428

the vertical one) progressively increases until covering the entire domain (see Figure 12).429

We also observe a decrease in permeability as the lateral confinement increases, partic-430

ularly in the valley center’s proximity.431

The groundwater pressure changes during recharge decrease when confinement is432

added, with a larger change for small values of strain values (see Figure 13B). The ob-433

served displacement decreases as well, but the vertical displacement is more impacted434

than the horizontal one (see Figure 13C and D). Therefore, the ratio between horizon-435

tal and vertical displacement increases with the increase of the lateral confinement strain436

(see Figure 13E). The ratio between displacement magnitude and groundwater head change437

in Figure 13F generally decreases with the increasing lateral strain. A system under higher438

confinement, therefore, produces less surface deformation for a given head change. The439

maximum depth of the pore pressure diffusion front also decreases with the lateral con-440

finement increase.441

6 Discussion442

6.1 Mechanisms of Pore Pressure-Driven Slope Deformation443

Several previous studies documented that fractured bedrock slopes deform in re-444

sponse to groundwater recharge. Here we study the underlying mechanisms of this phe-445

nomenon with a new fully coupled fracture network model and compare the results of446

this generic model to observations in our study area of the Aletsch region, where we im-447

plemented a unique monitoring system, which allows to explore the detailed surface dis-448

placement vector orientations and magnitudes in space and time. In the Aletsch study449

area, the valley slopes deform annually by about 1 cm to 3 cm in response to high snowmelt-450
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Figure 11. Effect of initial fracture aperture on groundwater table fluctuations and displace-

ment at the five control points from Figure 4 between start and end of recharge (red and blue

dashed lines in Figure 10). A: Groundwater table elevation in high water table conditions; B:

Groundwater table elevation changes between start and end of recharge; C: Horizontal and D:

vertical displacement between start and end of recharge.
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Figure 12. Strain ratio for the 5 vertical lines below the control points from Figure 4 in the

cases of an additional lateral strain of 0ms (A), 4ms (B), and 8ms (C).
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Figure 13. Effect of lateral stress on groundwater table fluctuations and displacement at the

five control points from Figure 4 between start and end of recharge. A: Groundwater table ele-

vation in high water table conditions; B: Groundwater table elevation changes between start and

end of recharge; C: Horizontal and D: vertical displacement between start and end of recharge;

E: Ratio of horizontal and vertical displacement in C and D; F: Displacement magnitude (from C

and D) over groundwater table elevation changes (B) in logarithmic scale.
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related recharge intensity occurring during spring (Oestreicher et al., 2021), and ground-451

water flows through joints and faults in granites and gneisses (see Figure 1 and Oestreicher452

et al. (2021)). In section 5, we showed how the signals monitored at the ground surface453

result from multi-scale hydromechanical processes operating from the fracture scale to454

the hillslope scale, where fracture density, orientation, aperture, and regional stress dis-455

tributions play a critical role in controlling the flow and displacement dynamics. Here,456

we discuss and generalize the main insights into hillslope-scale coupled processes gained457

from our numerical investigations.458

The transient ground surface displacements follow a complex hysteretic path re-459

lated to the progressive propagation of the pore pressure front following the recharge event.460

The pressure front diffuses from the main recharge location at the mountain crest to-461

wards the seepage zone in the lower part of the mountain slope. The typical depth range462

of this hydraulic response zone causing subsurface strain and ground surface displace-463

ments is about two times the valley topography, reaching substantially below the val-464

ley bottom. Thus, the surface displacement orientation and magnitude depend on the465

location and shape of the hydraulic response zone within the first few hundreds of me-466

ters below the surface and evolves through time (see Figure 7).467

The most important factor controlling the direction and amplitude of surface dis-468

placements is the subsurface rock mass permeability pattern and anisotropy. Several stud-469

ies have defined a ”hydraulically active region” with increased permeability and Darcy470

flow down to 200m to 500m depth (Welch & Allen, 2012; Gleeson & Manning, 2008; Of-471

terdinger et al., 2014; Markovich et al., 2019). In our model, we imposed a decrease in472

permeability with depth which results from the combined effect of increasing stress level473

(see Section 5.2) and decreasing fracture density (e.g. Manning & Ingebritsen, 1999; Achtziger-474

Zupančič et al., 2017). Furthermore, as we show, the change of permeability depends on475

the topography, with a stronger permeability decrease with depth below the valley than476

below the mountain crests due to local topography-driven stress variations (see, for ex-477

ample, Figure 6 and Figure 5). The depth-permeability relationship exerts a strong con-478

trol on the depth and magnitude of the pressure change in the hydraulic response zone479

causing the surface displacements. A stronger decrease in permeability with depth re-480

sults in significantly larger surface deformations due to larger groundwater table vari-481

ations, but also more horizontal deformation at the mid-slope (see Figure A6).482
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A low near-surface (<150m) permeability in the range of 1×10−15 m2 and smaller483

(e.g., with initial fracture aperture <0.09mm in Figure 11) keeps the groundwater close484

to the ground surface and does not allow significant pore pressure changes at depth; hence,485

it is associated with negligible deformations (see Figure 11). This permeability is typ-486

ical for aquitards where potential recharge is greater than permeability, such as in tight487

crystalline rocks or shales. A high permeability in the near-surface layers of more than488

1×10−13 m2 (e.g. with initial fracture aperture >0.3mm in Figure 11) drives rapid ground-489

water flow at depth and a flatter groundwater table (see Figure 11A), associated with490

vertical deformation and little horizontal displacement at the surface. Only between these491

two cut-off values, i.e., in a narrow permeability range close to the magnitude of annual492

recharge, we observe significant variations in phreatic groundwater level elevation. Here,493

magnitudes of induced ground surface displacements are observable by conventional mon-494

itoring systems, and the hydraulic response zone takes the shape of an elongated zone495

below the mountain crests (see Figure 7B) and diffuses downwards and laterally during496

and after the recharge event. Our model shows that the magnitude of the groundwater497

table variations is not linearly related to the permeability changes in slopes, as exem-498

plified by varying the initial fracture aperture for all fractures in the model. The change499

of regime is relatively sharp at an initial fracture aperture between ∼0.08mm to 0.3mm500

(see Figure 11B) and leads to larger groundwater table variations and larger horizontal501

displacement at the mid-slope.502

For models with a strongly preferred fracture orientation, we observed strong anisotropy503

in both the rock mass permeability and the surface displacement pattern (see Section 5.2).504

Such observations are consistent with small-scale studies (Tsang et al., 2007; Noorian Bid-505

goli & Jing, 2014; Ren et al., 2015). We can formulate two different possible mechanisms506

to explain the observations. First, the anisotropic deformation of the rock mass may be507

solely due to the anisotropic elasticity of the rock. Indeed, the presence of discontinu-508

ities in the rock mass is shown to strongly impact its deformation modulus (Hoek & Diederichs,509

2006), and the organization of the fracture network dominated by a single fracture set510

naturally results in a strong anisotropic elasticity (Barton, 2013). Second, the anisotropic511

deformation of the rock mass may be the result of the hydromechanical forcing. In this512

case, the presence of the fracture set induces an anisotropy in permeability (e.g., Rutqvist513

& Stephansson, 2003), modifying the hydraulic response zone at depth. The change in514

the shape of the hydraulic response zone then impacts the rock mass deformation field515
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Figure 14. Comparison between recharge-induced deformation for three different models. A:

Base case, with random orientation of fractures (Figure 5); B: Set of vertical fractures for me-

chanical model with imposed pore pressure variations from A; C: Fully coupled hydromechanical

model with set of vertical fractures (Figure A1). Colors and contours are deformation magni-

tudes, arrows also show the deformation directions.
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and observed displacement of the surface, together with the anisotropic elasticity. To test516

which of the two mechanisms described above is dominant, we run the model with a set517

of vertical fractures (shown in Figure A1), but imposing the exact same pore pressure518

variations as in the base case (shown in Figure 5). Figure 14A shows the deformation519

during recharge for the model with random fracture orientation and can be compared520

with the deformation for the model with vertical fractures (Figure 14B). The difference521

in deformation is less than a millimeter, while there is a significant increase in deforma-522

tion (up to 0.8 cm) for the fully coupled hydromechanical model with a set of vertical523

fractures in Figure 14C. The effect of the anisotropic rock mass permeability is a larger524

deformation below the crest of the mountains (where recharge occurs) and at depth, and525

a slightly smaller deformation in the lower half of the slope (see Figure 14). Our model526

suggests that the primary impact of the preferential fracture orientation on the valley-527

scale deformation is the redistribution of groundwater flow patterns in the subsurface528

and not the anisotropic elasticity of the rock mass alone.529

The impact of fracture normal stiffness - even when varied in a broad range - on530

horizontal and vertical displacements is relatively minor and smaller than that of frac-531

ture closure and stress ratio. Therefore, we may expect significant coupled recharge-related532

surface deformations in a wide range of tectonic settings, as long as the rock mass per-533

meability lies in the critical range (approximately 1×10−16 m2 to 1×10−14 m2), typ-534

ical for shallow fractured crystalline rocks in Alpine settings.535

6.2 Interpretation of Field Observations at Aletsch536

The results of our model scenario dominated by vertical fractures exhibit a sim-537

ilar order of magnitude of ground surface displacement (1 cm to 3 cm) than the ones ob-538

served in the Aletsch valley (see Figure 1). Most of the cGPS stations are situated close539

to the valley bottom or the current position of the glacier margin, and the orientation540

of the displacement during the snowmelt recharge in spring is subhorizontal. In our model,541

subhorizontal displacements are also observed for points situated low in the slope in con-542

ditions where the hydraulic response zone is strongly controlled by the depth. The sta-543

tion FIES instead is higher in the slope and is displaced at a higher plunge angle dur-544

ing the recharge periods (see Figure 1 and Figure 2), following our model predictions (see545

Figure A1D). It could indicate a deeper groundwater table below FIES, with a larger546

vertical pressure-change gradient and hence significant vertical displacement components547
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at the ground surface. Spring line mapping in the area of the crest South-West of FIES548

(Figure 1) confirms the deep elevation of the groundwater table and the importance of549

local recharge (Alpiger, 2013).550

The station ALTD exhibits very small annual cyclic displacements, suggesting a551

different hydromechanical situation than that at the other cGPS stations in the valley.552

According to our model, small ground surface displacement happens in conditions when553

the pore pressure variations at depth are small, for example, with a very low permeabil-554

ity and a groundwater table very close to the surface (see Figure 11). ALTD is situated555

behind the head scarp of the Driest instability (Glueer et al., 2021), on stable gneissic556

bedrock. In the upper slope above ALTD, the Drietsch glacier is providing water to a557

surface stream (Drieschtbach), which could limit the groundwater table fluctuations in558

the bedrock slope nearby by contributing to its recharge. In this case, the reduced pore559

pressure changes during snowmelt at this location could explain the absence of cyclic dis-560

placement of the station.561

The observations of annual hysteresis in the cGPS stations’ position correspond to562

the ones described in our modeling work during the diffusion of the pore pressure in the563

hydraulic response zone following the recharge from the snowmelt. All stations have a564

relatively constant position during winter (November to March, see Figure 2). Then, the565

stations move out of the slope during the recharge from snowmelt with a plunge angle566

corresponding to the station’s height in the slope, similarly to what is shown in Figure 5D.567

During the recession, cGPS stations move back to their winter position. At the start,568

they tend to move horizontally and then vertically in the later stage, inducing the counter-569

clockwise hysteresis of Figure 2. Such a hysteresis is expected for a pore pressure plume570

migrating to depth in the slope, as shown in Figure 7 and 8.571

Our model results explain many of our detailed field observations in the Aletsch572

valley, Switzerland, where 6 cGPS stations monitored the ground surface displacement573

over 7 years. One important feature that is not included in our simulations is the pres-574

ence of a large glacier in the valley bottom, whose dynamics could also influence the slope’s575

behavior. As shown in Figure 1, the glacier in our study area only covers very small parts576

of the lowest slope sectors. In addition, as shown by Hugentobler et al. (2022), the su-577

perposition of the englacial water pressure fluctuations and the annual slope pressures578

corresponds to a minor signal at the glacier-slope interface. We found that the magni-579
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tude and orientation of ground deformation during a recharge event are consistent with580

an important hydraulic response zone in the midst of the mountain for the current el-581

evation of the glacier. A station closer to the ridge exhibits a higher plunge of the de-582

formation angle, consistent with a deeper and flatter groundwater table at this location583

than at other stations. Finally, one station does not exhibit significant annual cyclic dis-584

placement, indicating a relatively shallow and stable groundwater table caused by local585

glacier meltwater recharge in summer.586

In our modeling work, we showed that hydraulically active fractures and the vari-587

able distribution of their apertures dependent on local stress conditions have a strong588

impact on the groundwater flow and ground surface deformation. However, previous stud-589

ies showed that larger transmissive fault zones may also exert a strong impact on the groundwater-590

related slope deformation, e.g., in the Aletsch valley (Oestreicher et al., 2021). The anal-591

ysis of the impact of fault zones and their architecture in a fractured bedrock valley is592

beyond the scope of this paper and is matter of ongoing research. Fault zones, with their593

much larger scale than typical fractures described above, can significantly modify the nearby594

hydraulic and mechanical conditions. We expect that some fault zones contain a densely595

fractured zone and may act as conduit, allowing fast and channelized pressure diffusion596

at depth. Such channelized effect along discrete features will introduce singular defor-597

mation patterns that will depend on fault orientation with respect to slope and the con-598

trast in hydraulic and mechanical properties with the surrounding host rock. The im-599

pact of large-scale fault-zones, together with realistic fracture networks, such as those600

presented in this paper should be investigated in future studies.601

7 Conclusions602

In this paper, we studied the role of fracture systems in the groundwater-driven603

deformation of an alpine valley. We showed that the heterogeneity of the fracture den-604

sity and the anisotropy of the fracture orientation significantly influence the groundwa-605

ter flow and deformation pattern in valley slopes. Fractures influence the ground defor-606

mations in the valley mostly because their influence on the rock mass permeability struc-607

ture and groundwater flow modifies the region of the slopes that deforms, called the hy-608

draulic response zone in this paper. For a typical slope with a kilometric height and a609

fluvial v-shape, and typical fractured crystalline rock mass properties, the hydraulic re-610

sponse zone is situated in the midst of the mountain, below the crest, and extends down-611
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wards to a depth of a few hundred meters. We observed that the ground surface defor-612

mation magnitude and orientation varies through time during and after a recharge event,613

following the diffusion of the pore pressure front in the slope. The model results allow614

the interpretation of field observations in the Aletsch valley, Switzerland.615

Our findings bring many new insights into understanding groundwater flow and re-616

lated slope deformations in mountainous environments. Further studies could include617

applying our model to detailed and realistic alpine valley profiles, including fault zones,618

and the extension of the model in 3D. Finally, we suggest that the surface deformations619

also inform on the permeability structure and pore pressure fluctuations at depth, pre-620

cious information for understanding groundwater flow in fractured bedrock alpine moun-621

tain slopes.622
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Figure A1. Model with one set of vertical fractures. A: Generated discrete fracture network

for a vertical set of fractures. B: Permeability field, with permeability ellipses scaled with the

logarithm of the permeability magnitude. C: Stress modeled in the valley (the length and orien-

tation of each line represent the magnitude and orientation of principal stresses). D: Observed

change in groundwater table before and after the spring infiltration from snowmelt, and corre-

sponding displacement observed in the rock mass between these two instants.

Appendix A Appendix966

A1 Effect of the Orientation of a Single Fracture Set967

A2 Effect of Depth-Dependent Fracture Density968

A3 Effect of Fracture Stiffness and Maximum Closure969

Increasing the initial fracture stiffness decreases the hydraulic gradient (Figure A7A).970

Here, we fix the ratio between initial fracture normal stiffness and initial fracture shear971

stiffness at 2. The change in hydraulic gradient during the recharge is 0.124 for an ini-972

tial normal stiffness of 20GPa/m and is reduced to 0.095 for an initial normal stiffness973

of 60GPa/m. However, the head difference during the recharge period increases with the974

initial fracture stiffness for points in the lower part of the slope, is relatively stable for975
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Figure A2. Model with vertical set of fractures and selected times for comparison with low

water table conditions before the recharge starts. The first row shows the displacement field rela-

tive to the start of the recharge (black arrows, whose length is the magnitude of the deformation)

and the groundwater table (continuous blue lines). The second row shows the head pressure dif-

ference relative to the low water table conditions. The pore pressure plume is in purple (dashed

line is 20m contour line, delimited to help the reader visualize the propagation of the pore pres-

sure diffusion front). The last row shows the corresponding deformation field in microstrain

(µm/m).
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Figure A3. Model with one set of inclined fractures. A: Generated discrete fracture network

for a 45° inclined set of fractures. B: Permeability field, with permeability ellipses scaled with

the logarithm of the permeability magnitude. C: Stress modeled in the valley (the length and

orientation of each line represent the magnitude and orientation of principal stresses). D: Ob-

served change in groundwater table before and after the spring infiltration from snowmelt, and

corresponding displacement observed in the rock mass between these two instants.
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Figure A4. Model with set of oblique fractures and selected times for comparison with low

water table conditions before the recharge starts. The first row shows the displacement field rela-

tive to the start of the recharge (black arrows, whose length is the magnitude of the deformation)

and the groundwater table (continuous blue lines). The second row shows the head pressure dif-

ference relative to the low water table conditions. The pore pressure plume is in purple (dashed

line is 20m contour line, delimited to help the reader visualize the propagation of the pore pres-

sure diffusion front). The last row shows the corresponding deformation field in microstrain

(µm/m).
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Figure A5. A: Permeability difference between a model with initial fracture aperture fixed at

0.089mm and 0.183mm. B: Same permeability change relative to the permeability for an initial

fracture aperture fixed at 0.089mm.
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Figure A6. Effect of depth-dependent fracture density on groundwater table fluctuations and

deformation at the five control points from Figure 4 between wet and dry conditions. A: Ground-

water table elevation in wet conditions; B: Groundwater table elevation changes between dry and

wet states; C: Horizontal and D: Vertical deformation between dry and wet states.
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points at the mid-slope and decreases for points at the crest (Figure A7B). Similarly, the976

vertical displacement during the recharge increases with the initial fracture stiffness for977

points in the lower and mid-slope. It first increases then decreases slightly for points at978

the crest (Figure A7D). The horizontal displacement is negligible for points in the mid-979

dle of the valley and at the crests and decreases with the increase of the initial stiffness980

for points at mid-slope (Figure A7C).981

In Figure A8, we vary the maximum fracture closure (i.e., the difference between982

the initial and residual apertures). The horizontal displacement is negligible at the val-983

ley bottom and crests. However, it increases with the maximum allowable closure together984

with the hydraulic gradient of the groundwater table in the slope (Figure A8A). The ver-985

tical displacement generally decreases with the increase of the maximum allowable clo-986

sure (Figure A8D). We note that decreasing the maximum allowable closure leads to a987

change in the head during recharge even below the valley (Figure A8B), in which case988

the entire valley is deforming upwards during recharge (Figure A8D).989

A4 Effect of Slope Steepness990

The ground surface can play an important role in the pore pressure-driven displace-991

ment process because the recharge and seepage take place on this boundary. Further-992

more, the topography may also affect the stress and strain distribution, especially in the993

near-surface region. Modifying the topography in the model could change the infiltra-994

tion pattern and subsurface properties of the system. We modify the slope angle of the995

topography by increasing the vertical distance between the mountain crest and valley996

bottom while keeping exactly the same valley width, fracture density depth-dependency,997

and precipitation rate. The trend toward larger permeability below the crests than be-998

low the valley center (Figure 5 and Figure 6) increases with the height of the slope. The999

high-permeability zone below the mountain crests extends below the level of the valley1000

bottom (e.g., Figure 5) for all the models. Below the valley, we observe a decrease of the1001

permeability, together with an increase of the stress magnitude, indicative of a decrease1002

in the fracture aperture in this part of the model.1003

Models with steeper slopes tend to have a deeper unsaturated zone below the crests1004

for the same recharge rate. The displacement observed at the surface exhibits a strong1005

horizontal component at the bottom of the slope, where the groundwater table reaches1006

–54–



manuscript submitted to Journal of Geophysical Research: Earth Surface

Figure A7. Effect of initial fracture stiffness on groundwater table fluctuations and deforma-

tion at the five control points from Figure 4 between wet and dry conditions. The initial shear

stiffness is always half the initial normal stiffness. A: Groundwater table elevation in wet condi-

tions; B: Groundwater table elevation changes between dry and wet states; C: Horizontal and D:

Vertical deformation between dry and wet states.
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Figure A8. Effect of fracture maximum allowable closure on groundwater table fluctuations

and deformation at the five control points from Figure 4 between wet and dry conditions. A:

Groundwater table elevation in wet conditions; B: Groundwater table elevation changes between

dry and wet states; C: Horizontal and D: Vertical deformation between dry and wet states.
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the surface. Higher, the orientation of the displacement rotates towards upward verti-1007

cal motion with reduced magnitude. Despite the groundwater table variations being rel-1008

atively similar between the models with different slope steepness (approximately 250m),1009

the magnitude of the displacement is significantly larger for systems with steeper and1010

higher slopes.1011
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