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Abstract 9 

 10 

An ensemble of experiments based on a ¼° global NEMO configuration is 11 

presented, including tidally forced and non-tidal simulations, and using both the 12 

default z* geopotential vertical coordinate and the z~ filtered Arbitrary Lagrangian-13 

Eulerian coordinate, the latter being known to reduce numerical mixing. This is used 14 

to investigate the sensitivity of numerical mixing, and the resulting model drifts and 15 

biases, to both tidal forcing and the choice of vertical coordinate. The model is found 16 

to simulate an acceptably realistic external tide, and the first-mode internal tide has a 17 

spatial distribution consistent with estimates from observations and high-resolution 18 

tidal models, with vertical velocities in the internal tide of over 50 meters per day. 19 

Tidal forcing with the z* coordinate increases numerical mixing in the upper ocean 20 

between 30°S and 30°N where strong internal tides occur, while the z~ coordinate 21 

substantially reduces numerical mixing and biases in tidal simulations to levels below 22 

those in the z* non-tidal control. The implications for the next generation of climate 23 

models are discussed. 24 

 25 

Plain Language Summary 26 

 27 

Oceanic tides are known to cause a large fraction of the mixing in the ocean interior. 28 

In numerical ocean models additional spurious mixing arises from errors in the 29 

advection of temperature and salinity. This means that the internal tide, with vertical 30 

velocities that can exceed 50 meters per day, can cause significant amounts of this 31 

numerical mixing. We show that adding tidal forcing to a global ocean model with 32 

¼° horizontal resolution (about 25 km at the Equator) causes significant numerical 33 



mixing in the upper ocean between 30°S and 30°N, where strong internal tides are 34 

present. We show in addition that changing the vertical coordinate of the model from 35 

the standard fixed-depth coordinate to one (“z-tilde”) in which the grid is allowed to 36 

move vertically with the internal tide substantially reduces the spurious mixing, and in 37 

fact the model with z-tilde and tides has lower temperature biases relative to 38 

observed values than the standard model without tides. 39 

 40 

Key points 41 

 42 

1. Tidal forcing is applied to a global ¼-degree ocean model and the external 43 

and internal tides are acceptably realistically simulated. 44 

2. With the default z* vertical coordinate, significant numerical mixing occurs in 45 

regions of strong internal tide. 46 

3. With the z~ ALE coordinate numerical mixing and temperature biases are 47 

substantially reduced to levels below those in the non-tidal control. 48 

 49 

1. Introduction 50 

 51 

The contribution of turbulent mixing from internal tides to the total mixing in the 52 

ocean is estimated to be about 30% of the total dissipation (Egbert and Ray, 2001). 53 

It is the dominant mechanism by which Antarctic Bottom Water is mixed with the 54 

overlying deep waters (Hogg et al.; 1982; Munk and Wunsch, 1998; St Laurent and 55 

Garrett, 2002; De Lavergne et al., 2016), thereby providing a balance over the long 56 

term to the production of bottom waters around Antarctica. Mixing from internal tides 57 

is also believed to be significant elsewhere, including playing a major role in 58 

supporting the meridional overturning circulation (Webb and Suginohara, 2001; 59 

Wunsch and Ferrari, 2004). Nevertheless, few global ocean models, particularly 60 

those with the horizontal resolution of between 0.25° and 1° that is currently typical 61 

of climate models, have historically included tidal forcing. The main reason for this is 62 

that such models either fail to represent the internal tide at all, or can resolve at most 63 

the first internal mode: the wavelength of a mode-1 internal tide with period 12 hours 64 

is between 50 and 90 km, and that of the second mode typically between 40 and 65 

55km (e.g. Zhao, 2018). This means that these models are far from being able to 66 

simulate the energy cascade of internal waves down to wavelengths of a few 67 



hundred meters and high vertical modes (Garrett and Munk, 1975; Sakai et al., 68 

2021), at which point they break and mixing occurs (Vic et al., 2019).As a result, 69 

internal tidal motions in these models cannot contribute significant levels of mixing 70 

through this mechanism.  71 

 72 

Although ocean general circulation models (OGCMs) with tidal forcing do not 73 

explicitly represent the small-scale mixing that results from the energy cascade from 74 

internal tides, substantial advances have been made over the last two decades in 75 

simulating tides in OGCMs with realistic domains and surface forcing (see Arbic, 76 

2022 for a comprehensive overview). Arbic et al. (2010) showed that a 1/12.5° global 77 

HYCOM model with realistic bathymetry and surface forcing represented the 78 

barotropic tide well, and that the internal tides were similar in both their spatial 79 

patterns and their amplitudes to those derived from satellite altimetry, even though 80 

only low internal modes were present. Several studies have found that adding tidal 81 

forcing to models tends overall to increase the realism of the models. The presence 82 

of tidal motions appears to give particular benefit in polar regions, where interactions 83 

between tides and sea ice contribute processes absent from non-tidal simulations. 84 

Holloway and Proshutinsky (2007) compared tidally forced and non-tidal models of 85 

the Arctic Ocean, summarizing that tidal-induced mixing in the Arctic Ocean plays an 86 

important role in the global conveyer belt. Luneva et al (2015) investigated the 87 

influence of tidal forcing in a ¼° model of the Arctic, finding that the tidal motions 88 

caused significantly increased (and more realistic) levels of mixing, in particular 89 

between the cold halocline layer and the warm Atlantic Water layer, which was 90 

associated with enhanced melting of sea ice. Jourdain et al. (2019) reached a similar 91 

conclusion from a regional simulation of the Amundsen Sea with and without tidal 92 

forcing.  93 

 94 

Improvements in fidelity resulting from the inclusion of tidal forcing in OGCMs have 95 

also been found outside ice-covered regions. Song et al. (2023) compared global 96 

implementations of the Finite-volumE Sea ice–Ocean Model (FESOM2.1) with and 97 

without explicit tidal forcing, concluding that tides strengthened both the upper and 98 

lower cells of the global overturning circulation, as well as the Antarctic Circumpolar 99 

Current (ACC). Katavouta et al. (2022) reported a marked improvement in the 100 

representation of critical water masses in a regional 1/12° model of the Indonesian 101 



Archipelago when tides were present. Mixing from the barotropic tide has been 102 

hypothesized to be critical for realistic distributions of biogeochemical tracers on 103 

shelves (Sharples et al., 2007), as well as over mid-ocean ridges (Tuerena et al., 104 

2019). 105 

 106 

Since models with eddy-permitting resolution are unable to represent the full internal 107 

tide spectrum, and hence omit the significant levels of mixing from this source, the 108 

mixing effect of tides is often provided by a parameterization scheme. Following the 109 

pioneering work of St Laurent et al. (2002), practical implementations include those 110 

of Simmons et al. (2004), Jayne (2009), Saenko and Merryfield (2005) and of de 111 

Lavergne et al. (2020).  Such schemes typically augment the vertical global mixing 112 

based on the large-scale stratification with locally enhanced mixing, based on the 113 

effect of rough bottom topography on stratified tidal flows that are derived from an 114 

external barotropic tidal model. The earlier approaches evaluate a spatially varying 115 

energy dissipation rate, according to local turbulent energy levels derived from the 116 

tidal velocity field, while that of de Lavergne et al. (2020) adds a representation of 117 

the effects of remotely generated internal tides.  118 

 119 

A known weakness of models based on geopotential vertical coordinates is that the 120 

large vertical velocities that characterize internal waves and tides, which can exceed 121 

50 meters per day, cause vertical advection of tracers, and the numerical advection 122 

scheme has a small irreversible, or diffusive, component (Griffies et al, 2000) which 123 

leads to unphysical numerical tracer mixing. The default vertical coordinate in 124 

version 4 of the Nucleus for European Marine modelling of the Ocean (NEMO v4.0, 125 

Madec et al, 2019) is the nonlinear free surface or Variable Volume Layer (VVL) 126 

scheme (Adcroft and Campin, 2004; Levier et al, 2007), usually referred to in 127 

shorthand as z*, which represents external gravity waves as changes to the layer 128 

vertical scale, scaled uniformly over the water column with the surface height 129 

anomaly. Megann (2018) evaluated an effective diapycnal diffusivity based on 130 

density transformation in a global ¼° NEMO and found that over much of the ocean 131 

interior this was between five and ten times as large as the diffusivity calculated in 132 

the TKE mixing scheme of the model. The z~ vertical coordinate (Leclair and Madec, 133 

2011) is intended to reduce this contribution to numerical mixing by replacing 134 

Eulerian vertical velocities relative to a fixed grid from tides and internal gravity 135 



waves by displacements of the grid on timescales shorter than a few days, reverting 136 

to the z* grid on longer timescales. Megann et al. (2022), henceforth referred to as 137 

MCS2022, used an ensemble of global 1/4° NEMO simulations with z* and z~ with a 138 

range of timescale parameters to demonstrate that z~ performs as intended, 139 

transforming Eulerian advective vertical velocities associated with internal waves into 140 

near-adiabatic displacements of the vertical coordinate. In this configuration z~ was 141 

shown to give almost unequivocal improvements to model performance, reducing a 142 

diagnosed effective diapycnal diffusivity by at least 10% and consistently reducing 143 

drifts in the temperature and salinity at all depths. Lengthening the filter timescale 144 

parameter from the default of 5 days up to 40 days was found to robustly strengthen 145 

the benefits of z~, after which point diminishing returns started to set in. Until now, 146 

the effectiveness of the z~ coordinate has not been assessed in a realistic simulation 147 

with tidal forcing, but since the 12-hour and 24-hour periods of tidal forcing are well 148 

within the time scales addressed by z~, we expect it to confer similar advantages as 149 

those already demonstrated in the presence of internal waves.  150 

 151 

This paper forms a companion to MCS2022, using the same ocean configuration 152 

and extending the ensemble developed under that study to include tidal forcing. The 153 

questions we shall address in this paper are: 154 

1) How well does the model simulate external and internal tides with z* and z~, 155 

taking the limited resolution into account? 156 

2) Does the z~ vertical coordinate work as designed in a tidally forced global 157 

configuration?  158 

3) What is the sensitivity of numerical mixing to tidal forcing? 159 

4) How much does z~ reduce numerical mixing from internal waves and tides? 160 

5) How do tides and z~ affect model drifts and biases? 161 

 162 

In Section 2 we describe the model and introduce the experimental design. In 163 

Section 3 we assess the representation of the external and internal tides in the 164 

simulations and perform first-order checks on the functioning of z~ in a model 165 

configuration with tidal forcing. In Section 4 we quantify the mixing in the simulations, 166 

and in Section 5 we investigate the effect of tides and z~ separately and in 167 

combination on the model fields and large-scale circulation. Finally, Section 6 is a 168 

Summary and Discussion. 169 



 170 

2. Model description and experimental design 171 

 172 

2.1 Model description 173 

 174 

The GO8p0.1 model configuration used in this study is identical to that described in 175 

MCS2022, so we will include only a brief description here. It is based on the 176 

GO6/GO7 ocean configurations (Storkey et al, 2018), but is built on version 4.0 of 177 

the Nucleus for European Marine Modelling ocean model (NEMO v4.0, Madec et al, 178 

2019), whose default sea ice component is the Sea Ice modelling Integrated Initiative 179 

model (SI3), whereas the earlier configurations used version 3.6-stable of NEMO and 180 

the CICE sea ice model. The grid is the eORCA025 extended global 1/4° resolution 181 

grid (Barnier et al, 2006), which is a quasi-isotropic bipolar grid with poles at land 182 

points in Siberia and Canada, a southward grid extension to allow simulation of the 183 

Antarctic ice shelves, and a Mercator projection grid elsewhere. We note that the 184 

Arctic regional model used by Luneva et al, (2015) is an exact subdomain of the grid 185 

used in the present model, although those authors used a hybrid terrain-following 186 

vertical coordinate, in contrast to the fixed z* vertical coordinate used here. 187 

 188 

Horizontal viscosity is bilaplacian with the default value of ALm =-1.5 x1011 m4s-1 at 189 

the Equator, with values reduced polewards as the cube of the maximum grid cell 190 

dimension to avoid instability in the momentum diffusion equation (see Griffies, 191 

2004). Tracer advection is second-order Flux Corrected Transport (FCT), also known 192 

as Total Variance Dissipation (TVD; Zalesak, 1979), for both horizontal and vertical 193 

advection of tracers. Lateral diffusion of tracers is along isoneutral surfaces, with a 194 

coefficient of 150 m2s-1; the default in NEMO v4 is the scheme of Redi (1982), as 195 

implemented by Cox (1987). A mesoscale eddy parameterization scheme is not 196 

used. The vertical mixing scheme is a modified version of the Turbulent Kinetic 197 

Energy (TKE) scheme (Gaspar et al, 1990; Madec, 2008), with a background vertical 198 

eddy diffusivity of 1.2 × 10−5 m2 s−1, which decreases linearly with latitude from 15°N 199 

and 15°S towards  200 

a value of 1.2 x 10-6 m2 s-1 between 5°N and 5°S. 201 
 202 



The ocean is initialized at rest from a 1995-2004 average of the EN4 climatology 203 

(Good et al., 2013), and integrated from 1976 to 2005, forced with CORE2 204 

interannual fields (Large and Yeager, 2009), with the last ten years used for the 205 

principal analysis. The forcing frequencies were as follows: 6-hourly wind speed, air 206 

temperature and humidity; daily longwave and shortwave radiation, with a diurnal 207 

cycle applied to the latter; and monthly mean precipitation.  208 

 209 

2.2 The z~ vertical coordinate 210 

 211 

Three of the experiments described here use the default z* vertical coordinate, 212 

which, as noted in the Introduction, has been shown to produce spurious diapycnal 213 

mixing of tracers in the presence of internal waves, and we shall also present results 214 

from experiments with the z~ vertical coordinate. The implementation of this in 215 

NEMO v4.0 is identical to that described in MCS2022; Appendix A1 of that paper 216 

includes a full description of the operation of z~ as presented by Leclair and Madec 217 

(2011), and Appendix A2 describes the modifications applied to the code that are 218 

needed to ensure stable operation in a global domain with realistic bathymetry and 219 

coastlines. These include checks on negative thicknesses; strong restoration to z* 220 

near the sea bottom; reversion to z* in water shallower than 100m; and extra 221 

thickness smoothing.  222 

 223 

The z~ scheme in NEMO includes two timescale parameters: τ~ is the filter timescale 224 

for frequency division between the quasi-isopycnal regime at high frequencies and 225 

the z* regime at low frequencies, and τz is the timescale for restoration of the 226 

interface depths to z*. We select two pairs of values for these from the z~ ensemble 227 

described by MCS2022: the default settings of τ~=5 days and τz=30 days; and τ~=20 228 

days and τz=60 days, the latter combination being found to give a marked 229 

enhancement, with respect to the default settings, of the effectiveness of z~ in 230 

reducing numerical mixing from internal waves at close to the inertial period. 231 

 232 

2.3 Tidal forcing 233 

 234 



Tidal forcing is applied in NEMO as an additional barotropic force in the momentum 235 

equation (see Madec et al., 2019 for details) and in the present application includes 236 

five tidal harmonics: the semidiurnal components M2, S2 and N2; and the diurnal 237 

components K1 and O1. The scalar approximation for self-attraction and loading 238 

(Accad & Pekeris, 1978), was applied. Log-layer bottom drag was enabled. with a 239 

base drag coefficient of 1.0x10-3. It was found that tidal forcing with the standard 240 

eORCA025 bathymetry, using a default minimum depth of 9.8 meters (level 8), gave 241 

fatal errors at runtime, with unacceptably high velocities, so this was increased to 242 

16.5 meters (level 11) for the tidally forced configurations. 243 

 244 

Because the internal tide was not expected to be well resolved at the ¼° resolution, 245 

and therefore was therefore unlikely to provide realistic levels of tidal mixing, a code 246 

modification was used (see Appendix A for details of the model sources) that applies 247 

the tidal mixing parameterization of Simmons et al (2004), with modifications in the 248 

Indonesian throughflow region (Koch-Larrouy et al., 2008), to all the non-tidal 249 

experiments and all except one of the tidally forced experiments. We shall show that 250 

this scheme enhances the explicit diffusivity in the mixing scheme in the ocean 251 

interior over major bathymetric features.   252 

 253 

2.4 Experimental strategy 254 

 255 

The main aims of this study are twofold: firstly, to investigate the effects of tidal 256 

forcing on numerical mixing in a 1/4° global NEMO configuration; and secondly, to 257 

evaluate the benefits of the z~ vertical coordinate in ameliorating the numerical 258 

mixing from the internal tide. To this end, we implement a six-member “main” 259 

ensemble consisting of three pairs of experiments, one of each pair tidally forced and 260 

the other not tidally forced; the first pair uses the z* vertical coordinate; the second 261 

uses z~ with the default timescale parameters of τ~=5 days and τz=30 days; and the 262 

third pair uses z~ with the timescale parameters extended to τ~=20 days and τz=60 263 

days. 264 

 265 

Two additional z* simulations are included. One experiment zstar_notide_16m does 266 

not apply tidal forcing, but uses the modified bathymetry used for the tidally forced 267 



experiments (i.e. a deeper minimum shelf depth); this is added to isolate any 268 

potential sensitivities of the metrics to the changed minimum shelf depth. The 269 

second, zstar_tide_nomix, has tidal forcing applied but the Simmons et al (2004) 270 

tidal mixing parameterization is not enabled; this serves to illustrate the limited ability 271 

of the existing TKE mixing scheme to represent the mixing effect of tides. Table 1 272 

summarizes the experiments in the ensemble; we shall principally discuss the six 273 

“main” experiments, only adding the two additional experiments to line plots of global 274 

fields. We note that zstar_notide, ztilde_5_notide and ztilde_20_notide are the same 275 

simulations as those referred to as zstar, ztilde_5_30 and ztilde_20_60, respectively, 276 

in MCS2022.  277 

 278 

Run Vertical 
coord. 

Z~ time 
scales 

Tidal 
forcing 

Tidal 
mixing 
paramn 

Min shelf 
depth 

zstar_notide z* - N Y 9.8 m 

ztilde_5_notide z~ 5/30 days N Y 9.8 m 

ztilde_20_notide z~ 20/60 days N Y 9.8 m 

zstar_tide z* - Y Y 16.5 m 

ztilde_5_tide z~ 5/30 days Y Y 16.5 m 

ztilde_20_tide z~ 20/60 days Y Y 16.5 m 

zstar_notide_16m z* - N Y 16.5 m 

zstar_tide_nomix z* - Y N 16.5 m 

 279 

Table 1: Model integrations. 280 

 281 

3 Assessment of the simulated external and internal tide 282 

 283 

In this section we assess the external (barotropic) and internal (baroclinic) tides in 284 

the three main tidally forced simulations against both other general circulation 285 

models and high-resolution tidal models. Our objectives here are: to demonstrate 286 

firstly that the model is capable of simulating an acceptably realistic external tide; to 287 

show that internal tides are reproduced with realistic spatial distributions and with 288 



amplitudes that are sufficient to test the z~ coordinate; and finally that implementing 289 

z~ does not have a significant effect on the internal tide field. 290 

 291 

3.1 Representation of the barotropic tide 292 

 293 

The harmonics of the barotropic tide were evaluated for each integration from hourly 294 

sea surface elevation over the first three months of 1996, and we validate them here 295 

against the respective harmonics from the FES2014 global ocean tide atlas (Lyard et 296 

al, 2021). Figure 1 shows the amplitudes and phases for the FES2014 harmonics 297 

(top panels) and those from the zstar_tide simulation (bottom panels). The 298 

amplitudes of the M2 and S2 semidiurnal tides in zstar_tide (Figures 1(a) and (b)) 299 

are 10-30% larger than in FES2014, while that of N2 (Figure 1(c)) is a little smaller, 300 

although the locations of the largest tides in all the harmonics in the simulation are 301 

generally close to those in the reference, as are the amphidromes (locations of zero 302 

amplitude). The diurnal tides K1 and O1 (Figures 1(d) and (e)) are again comparable 303 

in both amplitude and phase to the reference. 304 

 305 



 306 



Figure 1. Tidal harmonic amplitudes of surface elevation in meters: (a) M2; (b) S2; 307 

(c) N2; (d) K1; and (e) O1 from the FES2014 dataset; and (f) M2; (g) S2; (h) N2; (i) 308 

K1; and (j) O1 from the zstar_tide simulation. The black contours show the phase of 309 

each harmonic, with dashed lines representing a negative sign of the phase. 310 

 311 

3.2 Representation of the internal tide 312 

 313 

With a fixed vertical coordinate, it is straightforward to discuss the internal tide in 314 

terms of the vertical velocity with respect to the fixed coordinate surface; we could 315 

also in principle validate this field against measurements of the vertical velocity from 316 

moored arrays. In the case of the z~ coordinate, however, it is not appropriate to 317 

define the internal tide in terms of vertical velocities with respect to the model grid, so 318 

we use the method introduced by Ray and Mitchum (1997), which has been applied 319 

to satellite altimeter data by Ray and Zaron (2016), Zhao et al. (2016) and others, 320 

and to the simulated surface elevation in a global 1/12° model by Arbic et al. (2012), 321 

to derive a representation of the internal tides that will enable us to characterize the 322 

sensitivity of the internal tide consistently for all the tidally forced experiments. This 323 

involves projecting the sea surface height onto each of the harmonic frequencies, 324 

and for each component applying a low-pass spatial filter to isolate the large-scale 325 

external component (the effect on the sea-surface height) of the internal tidal signal. 326 

The low-pass filtered signal is then subtracted from the original harmonic, and most 327 

of the residual signal in the surface height will therefore be associated with the 328 

internal tide. In this case we use a Hanning smoother with width 9 grid cells. 329 

 330 

Figure 2 shows the surface signature of the M2 semidiurnal and the K1 diurnal 331 

internal tides, evaluated as above. The panels for M2 can be compared directly with 332 

Figure 4(a) of Zhao et al. (2016), which shows the global M2 surface tide derived 333 

from satellite altimetry: the spatial structure of the regions of high amplitude in the 334 

simulations correspond well to those in the observational estimate, although the 335 

amplitude of the simulated internal tide is less than half that in the altimetry data in 336 

the Pacific, and still weaker in the Atlantic. We also compare Figures 2(a)-(c) with 337 

Figure 8 of Arbic (2022), which shows the M2 component of the SSH variability 338 

around the Hawaiian Archipelago in a range of tidal models along with the 1/12° 339 

tidally forced simulation of the Hybrid Coordinate Ocean Model (HYCOM, Bleck 340 



2002): the amplitude of the M2 component in the present model is between 30 and 341 

50% of that in the 1/12° simulation, but comparable with that in several of the other 342 

tidal models with a similar resolution to that of the present configuration. This 343 

reduction in internal tide energy in the present ¼° configuration is not altogether 344 

surprising, since the first baroclinic mode of the semidiurnal tide typically has a 345 

wavelength of between 50 and 90 km (e.g. Zhao, 2018), so is only marginally 346 

resolved in most locations at the 1/4° resolution of the eORCA025 grid. Examination 347 

of the vertical structure of the vertical velocity in zstar_tide (see Figure 4(d), for 348 

example) confirms that the internal tide in this configuration is present almost 349 

exclusively in the first baroclinic mode.  350 

 351 

It is of note that the largest amplitudes of the internal tides – even of the semidiurnal 352 

components - are found mainly between 30°S and 30°N, and especially in the 353 

Pacific, where energetic sources of internal tides include the Izu-Ogasawara-354 

Marianas Ridge south of Japan, the Solomon Archipelago east of Papua New 355 

Guinea, the Hawaiian Ridge, and the Tuamoto Archipelago south of the Equator.  356 

 357 

 358 
Figure 2. The surface signature of the internal tide, calculated using the method of 359 

Arbic (2012): the M2 harmonic in (a) zstar_tide; (b) ztilde_5_tide; and (c) 360 



ztilde_20_tide; and that of the K1 internal tide in (d) zstar_tide; (e) ztilde_5_tide; and 361 

(f) ztilde_20_tide. 362 

 363 

The SSH projection of the internal tide is found to be only weakly sensitive to the 364 

choice of vertical coordinate. Table 2 lists the RMS value of the surface elevation 365 

projected onto the five tidal harmonics for each of the tidally forced simulations, 366 

along with the difference in global RMS signal between ztilde_20_tide and zstar_tide. 367 

The RMS value in ztilde_20_tide is not consistently larger or smaller than in 368 

zstar_tide, and the fractional differences with z~ in the M2 and S2 semidiurnal tides 369 

are of order 10-3, which we do not consider significant.  370 

 371 

Harmonic zstar_tide 
RMS (mm) 

ztilde_5_tide 
RMS (mm) 

ztilde_20_tide 
RMS (mm) 

ztilde_20_tide 
minus zstar_tide

M2 5.445 5.440 5.449 0.004 

S2 2.565 2.559 2.562 -0.003 

N2 0.842 0.835 0.821 -0.021 

K1 1.505 1.510 1.519 0.014 

O1 1.166 1.174 1.175 0.009 

 372 

Table 2: The global RMS amplitude (in mm) of the surface elevation projection of 373 

each of the interior tide harmonics in the three tidally forced simulations, and the 374 

difference between the RMS amplitude between ztilde_20_tide and zstar_tide. 375 

 376 

3.3 Transformation of Eulerian tidal velocities by the z~ coordinate 377 

 378 

MCS2022 demonstrated the effectiveness of z~ in converting vertical velocities 379 

relative to the fixed z* coordinate grid (which we refer to as Eulerian vertical 380 

velocities), on timescales typical of internal waves into displacements of the grid. 381 

Using as a case study a water column in the subtropical North Atlantic where 382 

energetic Near-Inertial Gravity Waves (NIGWs) occur, a reduction in the Eulerian 383 

vertical velocity, with respect to that in the z* control, of a factor of 4 with the default 384 

z~ timescale parameters and a factor of 25 with the longest timescales was 385 

observed. Since the semidiurnal and diurnal tides have periods comparable to those 386 



of near-inertial gravity waves (the latter have periods between 15 and 24 hours in the 387 

latitude range 30-50°N), we expect this coordinate to be equally effective, with a 388 

given selection of timescale parameters, in its response to internal tides as it is with 389 

NIGWs. 390 

 391 

Figure 3 shows the hourly Eulerian vertical velocity on level 55 (a nominal depth of 392 

2021 m) in the Pacific at the start of year 1996 of each of the six main experiments. 393 

In the non-tidally forced experiments (top panels), the NIGWs, which in z* (Figure 394 

3(a)) are characterized by near-plane wave fronts with vertical velocities of up to 50 395 

meters per day, are almost entirely converted in the z~ experiments (Figure 3(b) and 396 

(c)) to vertical coordinate displacements, particularly with the longer z~ timescale 397 

(Figure 3(c)). Equatorial waves, which were identified in a related NEMO simulation 398 

at the same resolution (Blaker et al., 2021), are visible within 8-10° of the Equator; 399 

since these have periods of between 2 and 8 days, the Eulerian velocities associated 400 

with these are only partially transformed into coordinate displacements, relative to 401 

the NIGWs and internal tides, with a 5-day filter timescale (Figure 3(b)), but are 402 

substantially reduced in the case of the 20-day filter timescale (Figure 3(c)). 403 

 404 

 405 
Figure 3. Hourly Eulerian vertical velocities in the Pacific at nominal 2,000m depth in 406 

(a) zstar_notide; (b) ztilde_5_notide; (c) ztilde_20_notide; (d) zstar_tide; (e) 407 



ztilde_5_tide; and (f) ztilde_20_tide. The dashed black line in panel (a) indicates the 408 

position of the sections that will be plotted in Figure 4.  409 

 410 

When tidal forcing is introduced with z*, the internal tides can be seen to dominate 411 

the internal wave field over much of the Pacific (Figure 3(d)). Internal tide trains with 412 

amplitudes greater than 50 meters per day are found almost everywhere in the basin 413 

west of about 130°W, radiating from the shelf edges and island chains. The 414 

directions and relative intensities of the tidal rays in this panel may be matched to 415 

many of those in the surface signatures of the internal tides (Figure 2(a)): particularly 416 

strong internal tide fields are visible in both figures in the regions west of 180°E and 417 

around the Hawaiian Archipelago. A prominent exception to this is the large 418 

amplitude of the vertical oscillations associated with internal tides generated close to 419 

the Aleutian Archipelago (see Figure 3(d)), which do not have a strong surface 420 

signature in Figure 2(a). Enabling z~ with tidal forcing (Figures 3(e) and (f)) has a 421 

comparable effect as in the non-tidal simulations, and the signature of the internal 422 

tides in the Eulerian vertical velocities, as with that of the NIGWs, is reduced by at 423 

least a factor of ten. Comparing the equatorial waves between the top and bottom 424 

rows of panels in Figure 3 confirms that they are unaffected to first order by the 425 

presence of tides; this is to be expected, since, as shown by Blaker et al., 2021, 426 

these are to first order deterministic, being locally forced by the wind stress. 427 

 428 

Figure 4 shows the vertical structure of the internal waves and tides in the tropical 429 

Pacific: here we plot the hourly mean Eulerian vertical velocity at the start of 1996 on 430 

a section south of Hawaii at 167°W from the Equator to 30°N. For reference, the 431 

Hawaiian Archipelago lies between 18.5°N and 28°N. This signal includes both the 432 

internal waves and, in the tidal simulations, the internal tide; these contributions may 433 

be distinguished by the absence of the internal tide signal in the non-tidal 434 

simulations. It can be seen in Figures 4(a) and (d) that the NIGWs and internal 435 

waves in this configuration manifest predominantly in the first baroclinic mode, with 436 

maximum amplitudes generally occurring at between 1000m and 3000m depth in 437 

both cases; the internal tides are characterized by significantly higher vertical 438 

velocities than the NIGWs, with maximum values on this section of about 30 m day-1 439 

from NIGWs (panel (a)) and more than 50 m day-1 from tides (panel (d)). We also 440 

note that the large Eulerian vertical velocities associated with the internal tides span 441 



almost the whole depth of the ocean, and in particular have significant magnitudes at 442 

depths of 200-500m, characteristic of the seasonal thermocline. Equatorial waves 443 

are again visible within 10° of the Equator in both experiments using the default z~ 444 

timescale parameters (panels (b) and (e)), and again they are more strongly 445 

transformed by z~ with the longer timescales (panels (c) and (f)).  446 

 447 

 448 
Figure 4. Hourly Eulerian vertical velocity in the Pacific on a section at 167°W from 449 

the Equator to 30°N in (a) zstar_notide; (b) ztilde_5_notide; (c) ztilde_20_notide; (d) 450 

zstar_tide; (e) ztilde_5_tide; and (f) ztilde_20_tide. The “+” in Figure 4(a) shows the 451 

position at 18°N, at which the time series displayed in Figure 5 are evaluated. 452 

 453 

To demonstrate more quantitatively the effect of z~ on the internal waves, we show 454 

in Figure 5 ten-day time series for each experiment at a point at 18°N, 167°W, south 455 

of the Hawaiian Archipelago (the location marked by a ‘+’ in Figure 4(a)), where 456 

large internal tide amplitudes are observed. The black curves show the Eulerian 457 

vertical velocity on the level k=55 with nominal depth 2022 m, and the red curves 458 

show the rate of change of height of the same depth coordinate level. As 459 

demonstrated by MCS2023 (albeit at a different location), the z~ coordinate 460 

successfully transforms most of the Eulerian, advective velocity associated with 461 

internal waves in the z* case (panel (a)) to coordinate displacements (panels (b) and 462 

(c)), and in the case of the longest z~ timescales the Eulerian vertical motions are 463 



reduced by more than 90%. Changing the vertical coordinate to z~ with tides again 464 

substantially reduces the Eulerian vertical velocity, and the amplitude of the residual 465 

vertical velocity signal in ztilde_20_tide (panel (f)) is reduced to a similar level as that 466 

in the non-tidal experiment ztilde_20_notide. The rate of coordinate displacement in 467 

the z~ simulations is consistently in phase with the Eulerian vertical velocity with z*, 468 

and with the timescale parameter set to 20 days has a very similar amplitude. The 469 

phase of the residual velocity (the black lines in Figures 5(b), (c), (e) and (f)) in both 470 

tidal and non-tidal simulations, however, is delayed by approximately π/2, consistent 471 

with the action of a first-order filter, as noted by Leclair and Madec (2011). This 472 

means that there is an error in the phase of the advective vertical velocity, which has 473 

potential implications for the accuracy of the vertical advection in certain regimes; 474 

this may be resolved by using a higher order filter for z~ in future configurations.  475 

 476 

 477 
Figure 5. Hourly time series of the Eulerian vertical velocity (black) and the rate of 478 

change of height (red) of the same depth coordinate level at a point south of the 479 

Hawaiian Archipelago at 18°N, 167°W on level k=55 with nominal depth 2022m in: 480 

(a) zstar_notide; (b) ztilde_5_notide; (c) ztilde_20_notide; (d) zstar_tide; (e) 481 

ztilde_5_tide; and (f) ztilde_20_tide. 482 

 483 

In this section, we have confirmed that the model simulates a realistic external tide; 484 

that there is an acceptably realistic internal tide field, albeit almost exclusively in the 485 

first vertical mode and with an amplitude reduced to 30-50% of that seen in 486 



observations and in higher resolution tidally forced models. We have demonstrated 487 

that the z~ coordinate functions as intended in reducing the advective Eulerian 488 

vertical velocity associated with numerical mixing by up to 90% when there is a 489 

strong internal tide; and finally that z~ preserves the internal tide, both as 490 

represented by its signature in the surface elevation and also in terms of the 491 

transformation from its representation as vertical velocities in z* simulations to 492 

coordinate displacements in simulations using z~. 493 

 494 

4. Mixing analysis 495 

 496 

4.1 Summary of analysis 497 

 498 

The analysis, based on that of Lee et al (2002), is identical to that described in 499 

Megann (2018) and again used by Megann and Storkey (2019) and in MCS2022. 500 

For clarity, we shall define again in this section the main quantities that we shall 501 

evaluate in Section 4.  502 

 503 

A density transformation streamfunction G(Θ ,ρ) is defined as  504 𝐺ሺΘ, 𝜌ሻ = ΨሺΘ, 𝜌ሻ + డడ௧ 𝑉ሺΘ, 𝜌ሻ    (1) 505 

where Ψ(Θ,ρ) is the overturning streamfunction at latitude Θ and potential density ρ, 506 

and V(Θ ,ρ) is the volume below the isopycnal surface ρ and south of Θ.   507 

Considering only the ocean interior (defined as those regions in density space with 508 

potential density higher than the maximum monthly surface density over the 10-year 509 

analysis period), and assuming that the density transformation is entirely due to 510 

diffusive processes, we define a zonal mean effective diffusivity κeff as  511 𝜅௘௙௙ሺΘ, 𝜌ሻ = ׬ డீሺ஀,ఘሻడ௬ 𝑑𝜌ఘఘ೘ೌೣ ׬ డఘడ௭ 𝑑𝑥௫ಶ௫ೈൗ     (2) 512 

where xW and xE are the westward and eastward limits, respectively, of the basin at 513 

latitude Θ, and y is the northwards special dimension, with both x and y in meters. 514 

We note that Equations (1) and (2) neglect the contributions to the transformation 515 

rate from the nonlinearity of the equation of state, namely cabbeling and 516 

thermobaricity, which were associated by Megann (2018) with negative values of the 517 



effective diffusivity, mainly in the Southern Ocean, but also at subpolar latitudes in 518 

the North Atlantic. 519 

 520 

We evaluate κeff in the same set of potential density classes as used by Megann 521 

(2018) from 5-day means from the final ten years of the integrations (1996 to 2005). 522 

In the experiments with z~, the total effective meridional transport, including the 523 

“thickness diffusion” correction fluxes applied when the z~ coordinate is updated, is 524 

used for the calculation of the streamfunction in place of the simple advective flux. 525 

We note that more accurate volume weighting, along with more consistent masking 526 

of ventilated density classes, has been used in the calculations of zonal and global 527 

mean quantities in this paper, and as a result the appearance of some of the figures 528 

in this section differs slightly from the corresponding figures in MCS2022. 529 

 530 

4.2 Results of mixing analysis 531 

 532 

In this section we use the analysis described in the foregoing section to investigate 533 

the sensitivity of the mixing, as represented by the effective diffusivity κeff, to tidal 534 

forcing and to the vertical coordinate. As a baseline for the analysis of the numerical 535 

mixing, we also compare κeff with the explicit diffusivity κexp used in the TKE mixing 536 

scheme, again evaluated as zonal means on potential density classes. We shall 537 

address two principal questions: firstly, what is the sensitivity of the numerical mixing 538 

to tidal forcing; and secondly, how does changing to the z~ vertical coordinate affect 539 

the numerical mixing? 540 

 541 

We first look at the sensitivity of the explicit diffusivity κexp to the choice of the vertical 542 

coordinate and to tidal forcing. In Figure 6 we show the zonal mean explicit diffusivity 543 

κexp, evaluated over the last 10 years of selected simulations, along with their ratios. 544 

In the top panels we compare κexp in three experiments using z*: panels (a) and (b) 545 

show that there is relatively weak sensitivity of κexp to tidal forcing when the 546 

Simmons et al. (2004) mixing parameterisation is applied, but that when the latter is 547 

disabled (panel (c)) there is a substantial reduction in the diffusivity, especially at 548 

higher densities. Figure 6(d), showing the ratio of κexp between the non-tidal 549 

experiments zstar_notide and ztilde_5_notide, confirms that z~ has little effect on the 550 



explicit diffusivity. Figure 6(e) shows the ratio of κexp between zstar_notide and 551 

zstar_tide, demonstrating that tidal forcing, perhaps counterintuitively, leads to a 552 

reduction in κexp of the order of a few percent (this will be confirmed more 553 

quantitatively in Figure 8). Panel (f) shows the reduction in κexp that results from 554 

disabling the Simmons et al. parameterization, confirming that applying the latter 555 

enhances the diffusivity in almost all locations by up to an order of magnitude, with 556 

its main contributions in deep and bottom waters with σ2 greater than 36.8 kg m-3, 557 

and also in lighter waters within a band around the Equator between 15°S and 15°N. 558 

 559 

 560 
Figure 6. The logarithm of the zonal mean explicit diffusivity κexp in the global 561 

domain, plotted against latitude and potential density σ2, in (a) zstar_notide, (b) 562 

zstar_tide; and (c) zstar_tide_nomix; and ratios of κexp between that in (d) 563 

ztilde_5_notide to zstar_notide; (e) zstar_tide to zstar_notide; and (f) 564 

zstar_tide_nomix to zstar_tide. 565 

 566 

It is useful at this point to compare the explicit diffusivities shown in Figure 6 with 567 

those estimated from ocean observations. Waterhouse et al. (2014) use a range of 568 

turbulent mixing data to estimate the diffusivity κ, summarizing that κ rises to above 569 



5x10-5 m2 s-1 in the bottom 1000 m over rough topography and ridges. Simmons et 570 

al. (2004) suggest that κ increases from ~1x10-5 m2 s-1 at intermediate depths to 571 

~1x10-4 m2 s-1 in bottom waters. We infer that the explicit diffusivity κexp used in the 572 

present model with the Simmonds et al. parameterization (Figure 6(a)) has a 573 

distribution much closer to observed estimates than when this scheme is not applied 574 

(Figure 6(c)). 575 

 576 

Figure 7 shows ratios of the zonal mean effective diffusivity κeff, as defined in 577 

Equation (2), between selected pairs of the experiments. The long black dashed 578 

lines indicate the maximum monthly surface density at any latitude over the analysis 579 

period; this defines the upper limits of the region of the ocean that is never part of the 580 

mixed layer, so is not subject to surface buoyancy fluxes, and in which the 581 

assumption made in Equation (2), namely that diffusion dominates density changes, 582 

is therefore expected to hold to first order. For this reason, the diffusivity is masked 583 

out in regions where the density is lower than the maximum surface density. White 584 

areas in the interior, unventilated region (principally south of 40°S and in deep 585 

waters north of 30°N) indicate negative values of κeff, which are likely to correspond 586 

to regimes where density transformation rates from cabbeling or thermobaricity are 587 

significant compared with those from diffusion. The vertical bands in Figure 7 are 588 

attributed to truncation errors from the 5-day time sampling, which produce kinks in 589 

the streamfunctions, and which are significantly reduced with this averaging period 590 

compared with the case where monthly means are used. The results for the global 591 

means of κeff in density classes that we shall present in Figure 8 will better represent 592 

large-scale changes in the effective diffusivity. 593 

 594 

The top row (Figures 7(a)-(c)) shows the ratios of κeff in the non-tidal experiments to 595 

that in zstar_notide, and the second row (panels (d)-(f)) shows the corresponding 596 

ratios for the three main tidal experiments; in both cases we include for comparison 597 

the trivial unity ratio between the respective z* experiment and itself (left hand 598 

panels). In the non-tidal simulations (top panels) a general tendency is seen for z~ to 599 

reduce κeff over much of the domain, with the effect strengthening as the z~ filter 600 

timescale τ~ is lengthened from 5 days (panel (b)) to 20 days (panel (c)). A similar 601 

sensitivity to z~ is seen for the tidal simulations (panels (d)-(f)), with reductions in κeff 602 



being found almost everywhere. The bottom row (panels (g)-(i)) shows the ratio of 603 

κeff between tidal and non-tidal experiments with each of the three vertical coordinate 604 

choices: the overall tendency is for tides to increase κeff by up to 50% within the 605 

latitude band 30°S-30°N, with the strongest increase of over 50% seen in 606 

intermediate water densities of σ2=35.0 to 36.5 kg m-3. We note that the region 607 

between 30°S and 30°N, where the largest increases in mixing are found, was 608 

identified in Section 3.2 as the location of the strongest semidiurnal internal tides, as 609 

well as being the latitude range in which the diurnal internal tides are able to 610 

propagate.  611 

 612 

 613 
Figure 7. Ratios of the effective diffusivity κeff in the global domain to that in 614 

zstar_notide, plotted against latitude and potential density σ2. Ratios to zstar_notide 615 

of: (a) zstar_notide; (b) ztilde_5_notide; (c) ztilde_20_notide; ratios to zstar_tide of: 616 

(d) zstar_tide; (e) ztilde_5_tide; and (f) ztilde_20_tide; and ratios between tidal and 617 



non-tidal experiments with (g) z*; (h) z~ with a 5-day timescale; and (h) z~ with a 20-618 

day timescale. The long dashed black lines show the maximum monthly surface 619 

density over the analysis period, and the black contours are of the global overturning 620 

streamfunction. Values of κeff are masked out where the density is less than the 621 

maximum monthly surface density at that latitude. 622 

 623 

To compare more quantitatively the sensitivity of the explicit and effective diffusivities 624 

to tidal forcing and to the choice of vertical coordinate, Figure 8 shows the global 625 

means of the explicit and effective diffusivities in density classes; we include the two 626 

additional experiments zstar_tide_nomix (with the Simmons et al. mixing 627 

parameterization disabled: red line), and zstar_notide_16m (no tidal forcing, but with 628 

the same bathymetry as in the tidally forced experiments: cyan line) for comparison. 629 

The global means exclude the ventilated regions masked out in Figure 7. In the top 630 

panels we display the explicit diffusivity κexp: panel (a) shows κexp in m2s-1 for each 631 

experiment on a logarithmic scale, and panel (b) shows the ratio of κexp to that in the 632 

zstar_notide control experiment. This confirms that in all cases except 633 

zstar_tide_nomix there is little sensitivity of the explicit diffusivity to either tidal forcing 634 

or to the vertical coordinate, although the tidally forced experiments (green traces 635 

and dashed blue trace) generally have a κexp smaller by between 2% and 5% 636 

compared with the non-tidal experiments. In zstar_tide_nomix (red trace), by 637 

contrast, there is a substantial reduction in the explicit diffusivity in all density 638 

classes, being about 20% of that in zstar_tide in intermediate waters, dropping to 639 

less than 50% in densities higher than σ2=36.7.  640 

 641 

Panel (c) shows the global mean κeff in each experiment, while panel (d) shows the 642 

ratio of κeff in each experiment to that in zstar_notide. It can be seen that applying 643 

tidal forcing to z* (solid green line) increases κeff in density classes between σ2=34.0 644 

and 36.3 kg m-3, corresponding broadly to intermediate waters, consistent with the 645 

patterns seen in Figures 7(g)-(i). Enabling z~ in non-tidal simulations gives a modest 646 

reduction in κeff that increases from 5-10% with a 5-day filter timescale (black dashed 647 

lines) to 10-15% (magenta dashed line) with a 20-day timescale. In the presence of 648 

tidal forcing, however, the sensitivity to z~ is amplified: a 5-day timescale (green 649 

dashed lines) reduces κeff by more than 10% relative to zstar_tide, while z~ with a 650 



20-day timescale (blue dashed lines) produces a reduction in κeff of more than 20%. 651 

As a result, the combination of tides and z~ with a 20-day timescale has, perhaps 652 

surprisingly, between 15 and 30% less mixing than with the non-tidal z* simulation 653 

zstar_notide, with the largest reductions at densities between σ2=36.5 and 36.7 kg 654 

m-3, typical of Upper North Atlantic Deep Water, and between σ2=36.9 and 37.1 kg 655 

m-3, corresponding to bottom waters. Disabling the Simmons et al. mixing 656 

parameterization in zstar_tide_nomix (solid red line in panels (c) and (d)) gives a 657 

robustly smaller κeff than in zstar_tide (solid green line), which is chiefly attributed to 658 

the reduction in the baseline physical mixing. 659 

 660 

We note that in some density and latitude ranges the effective diffusivity is less than 661 

the explicit diffusivity; in particular, at densities greater than σ2=36.9 the effective 662 

diffusivity is generally larger than κexp., corresponding to values less than unity in 663 

panel (e). This is likely to result at least partially from the small κeff values close to 664 

the zero crossing between 40°S and 50°S (negative values are masked in these 665 

figures), which correspond to the large positive and negative ratios in this region 666 

seen in Figure 7, particularly at densities greater than σ2=36.9. This could be 667 

addressed in future studies by explicitly including the contributions to density 668 

transformations from cabbeling and thermobaricity in Equations (1) and (2). 669 

 670 

Finally, we note that the deepening of the bathymetry found to be necessary for the 671 

tidally forced simulations is seen to have a negligible effect on either the explicit or 672 

effective diffusivities when applied to the non-tidal experiment zstar_notide_16m 673 

(solid cyan curves in Figure (8)).  674 

 675 



 676 
Figure 8. Global volume-weighted mean diffusivities and their ratios, evaluated in 677 

potential density classes: (a) log of global mean explicit diffusivity κexp (m2s-1); (b) 678 

ratios of global mean explicit diffusivity κexp to that in zstar_notide; (c) log of global 679 

mean effective diffusivity κeff (m2s-1); (d) ratios of κeff to that in zstar_notide; (e) ratios 680 

of effective diffusivity κeff to the respective explicit diffusivity κexp.  681 

 682 

5. Sensitivity of model fields to z~ and tidal forcing 683 



 684 

5.1 Changes in thermocline stratification 685 

 686 

Changes in net mixing would be expected to manifest as changes in the density 687 

stratification. As a measure of the stratification, we use the square of the buoyancy 688 

frequency 𝑁ଶ = − ௚ఘబ డఘడ௭, where g=9.81 m s-2 and ρ0=1035 kg m-3. In Figure 9 we 689 

show the ratios of this quantity between each experiment and that in zstar_notide, 690 

evaluated in each case from monthly means over the ten-year analysis period at the 691 

thermocline depth, here defined as the maximum value of N2 in the upper 1,000 692 

meters. In the non-tidal experiments (panels (a)-(c)), the sensitivity of N2 at the 693 

thermocline to z~ is relatively weak over most of the ocean, with the exception being 694 

a marked increase in the northwest Atlantic and changes of both signs in the 695 

Southern Ocean. This is qualitatively consistent with Figures 7(b) and (c), which 696 

show that the effective diffusivity just below the ventilated region, shown by the black 697 

dashed lines, is relatively weakly sensitive over much of the ocean to the choice of 698 

vertical coordinate. Tidal forcing (panels (d)-(f)) consistently reduces the stratification 699 

in the thermocline by 10-20% with the exception again being in the Southern Ocean, 700 

with the largest large-scale reductions seen between 30°S and 30°N; this is the 701 

latitude range where the maximum internal tide is found (Figure 2), as well as where 702 

an increase in κexp was noted in Figures 7(g)-(i). To summarize, the effect of tides is 703 

principally to reduce the stratification at the thermocline, and changing from z* to z~ 704 

increases the stratification. 705 

 706 



 707 
Figure 9. Ratios of the square of the buoyancy frequency N2 at the depth of the 708 

thermocline to that in zstar_notide of (a) zstar_notide; (b) ztilde_5_notide; (c) 709 

ztilde_20_notide; ratios to zstar_tide of (d) zstar_tide; (e) ztilde_5_tide; and (f) 710 

ztilde_20_tide. 711 

 712 

5.2 Temperature biases and drifts 713 

 714 

MCS2022 demonstrated a robust correlation between the level of numerical mixing 715 

and zonal mean temperature biases, with reductions in the former consistently 716 

reducing the latter. This reduction was most pronounced at a depth of 300-500m, 717 

typical of the seasonal thermocline; in that ensemble, lengthening the z~ time scales 718 

led to progressively increased warming at mid-latitudes and cooling in the North 719 

Pacific and Southern Ocean, with both these tendencies opposing the large-scale 720 

biases in the z* control. Figure 10 shows the zonal mean temperature bias in the 721 

present ensemble, averaged over 1996-2005 with respect to the EN4 climatology 722 

(Good et al, 2013) at selected depth levels, which may be compared directly with 723 

Figure 8 of MCS2022. The effect of z~ in the non-tidal experiments (black and 724 

magenta lines) is to reduce both the cold bias between 30°S and 30°N and the warm 725 

bias between 30°N and 60°N; the effect is similar in magnitude at 300m and 500m 726 

and less at 1000m, and weak at the surface and deeper than 1000m. The effect of 727 



tidal forcing with both z* and z~ (green and blue curves) is, perhaps surprisingly, to 728 

further oppose the biases in these same depth ranges, with a strong additional 729 

warming of 0.3-0.4K between 30°S and 30°N at 300m and a cooling by a similar 730 

amount between 40°N and 60°N. The combination of tides and z~ (green and blue 731 

dashed lines) gives the largest change from zstar_notide, with ztilde_20_tide in fact 732 

reversing the sign of the bias at low latitudes to give a slightly positive zonal mean 733 

bias. At latitudes north of 70°N, tidal forcing in the z* case causes a significant warm 734 

bias at depths between 300m and 2000m (solid green lines in Figures 10(b)-(d)) that 735 

is strongly reduced by z~, which reduces the mean biases to close to zero.  736 

 737 

 738 
Figure 10. Zonal mean temperature biases at selected depth levels, with respect to 739 

the mean over the same time period in the EN4 climatology: (a) surface; (b) 300m; 740 

(c) 500m; (d) 1000m; (e) 2000m; and (f) 3000m. 741 

 742 

Table 3 lists the global RMS biases on each of these depth levels, as well as the 743 

ratio of the respective standard deviation to the ensemble mean at each depth. At 744 

the surface the biases differ by less than 1% across the ensemble: this lack of 745 

sensitivity is mainly due to the feedback imposed from the surface heat flux onto the 746 

SST through the bulk formulae. At 3000m the biases and the variation across the 747 



ensemble are again small. At other depth levels, these figures confirm the pattern 748 

observed qualitatively earlier in the section: firstly, that the biases consistently 749 

reduce from zstar_notide to ztilde_5_notide and further to ztilde_20_notide, and 750 

secondly that tidal forcing further reduces the biases, although among the tidally 751 

forced experiments the sensitivity to the vertical coordinate is not significant.  752 

 753 

Run 0m 300m 500m 1000m 2000m 3000m 
zstar_notide 0.569 0.807 0.619 0.316 0.130 0.095 

ztilde_5_notide 0.568 0.766 0.602 0.302 0.124 0.091 

ztilde_20_notide 0.567 0.742 0.587 0.295 0.120 0.089 

zstar_tide 0.559 0.747 0.552 0.285 0.124 0.090 

ztilde_5_tide 0.566 0.720 0.555 0.296 0.122 0.088 

ztilde_20_tide 0.569 0.724 0.554 0.293 0.127 0.092 

Standard dev (% of 

zstar_notide mean) 

0.6% 3.7% 4.5% 3.2% 2.7% 2.3% 

 754 

Table 3. Global RMS temperature biases in K with respect to the EN4 climatology in 755 

years 1996-2005  756 

 757 

To display the spatial structure of the changes from z~ and tides, and to confirm the 758 

consistency of the reduction in temperature bias, Figure 11 shows the biases in the 759 

z* control zstar_notide at 300m and 2000m, and the changes at the same depths in 760 

each of the other five simulations relative to zstar_notide. At 300m (Figure 11(a)) 761 

large-scale warm biases of up to +-2K are clearly visible in the subpolar gyres of the 762 

Pacific and Atlantic and in the Southern Ocean, along with cold biases of similar 763 

magnitude in the subtropical and tropical regions. The exception to the latter is the 764 

Indian Ocean, where there is a warm bias of around 0.5K. Enabling z~ (Figures 765 

11(b) and (c)) partially reverses these biases, with a relatively stronger effect in the 766 

subtropical and tropical Atlantic, and lengthening the z~ timescales (Figure 11(c)) 767 

gives a stronger reduction than with the default settings. As remarked by MCS2022, 768 

z~ causes an enhancement of the cold bias off Newfoundland, which may be related 769 

to partial cancellation of a structural error related to the 1/4° resolution (e.g. 770 

Marzocchi et al., 2015). Adding tidal forcing to z* (Figure 11(d)) leads to a warming 771 



of almost 1K in those tropical and subtropical regions where zstar_notide shows a 772 

cold bias, with larger changes seen in the tropical Pacific, where z~ alone has a 773 

relatively weak effect. At this depth tidal forcing also has a cooling effect of 0.5-1.0K 774 

across the whole latitude band between 30°N and 60°N where zstar_notide is biased 775 

warm. Enabling z~ with tidal forcing (Figures 11(e) and (f)) combines the effects of 776 

the two changes almost linearly: in the South Atlantic and the tropical Pacific, 777 

ztilde_20_tide robustly shows the largest reduction in the biases with respect to 778 

those in zstar_notide. In the Arctic, tidal forcing introduces a warming that almost 779 

cancels the cool bias of between 0.5 and 1.0K in the Arctic in zstar_notide (Figure 780 

11(d)), while the combination of tides and z~ in ztilde_20_tide (Figure 11(f)) results in 781 

little change compared to that in zstar_notide. The temperature at 300m in the 782 

Southern Ocean has a relatively weak sensitivity to either tides or z~, although 783 

comparison of Figure 11(f) with Figure 11(a) confirms that the overall cooling of 784 

about 0.5K from the combination of tides and z~ with τ~=20 days still opposes the 785 

warm bias in zstar_notide. 786 

 787 

At 2000m similar responses to z~ and tidal forcing are seen, albeit to a much lower 788 

extent: the biases in zstar_notide (Figure11(g)) have a similar overall structure, being 789 

up to 1K warmer than EN4 in the Arctic and the Southern Ocean and 0.2-0.3K cooler 790 

in the Pacific and Indian Oceans and in the North Atlantic, although while at 300m 791 

the South Atlantic region is over 1K cooler than the climatology at 2000m it shows a 792 

warm bias of 0.2-0.4K. The changes in temperature at 2000m depth with tidal forcing 793 

and z~ are similar in spatial extent, if again weaker, to those at 300m, and again 794 

generally tend to oppose the biases in the zstar_notide control. The exceptions are 795 

in the South Atlantic and in the Arctic, where the warm bias in the control is 796 

enhanced in ztilde_20_tide. In contrast to the case at 300m, z~ does not strengthen 797 

the biases in the North Atlantic subpolar gyre at 2000m. 798 

 799 



 800 
Figure 11. Temperature biases in K, averaged over 1996-2005, at two selected 801 

depth levels, and the sensitivity of the temperature to z~ and tidal forcing. (a) the 802 

temperature bias at 300m in zstar_notide with respect to the EN4 climatology; the 803 

temperature change at 300m from zstar_notide in (b) ztilde_5_notide; (c) 804 

ztilde_20_notide; (d) zstar_tide; (e) ztilde_5_notide; and (f) ztilde_20_tide. (g) the 805 

temperature bias at 2000m in zstar_notide with respect to the EN4 climatology; the 806 

temperature change at 2000m from zstar_notide in (h) ztilde_5_notide; (i) 807 



ztilde_20_notide; (j) zstar_tide; (k) ztilde_5_notide; and (l) ztilde_20_tide. The left-808 

hand color legends apply to the temperature biases with respect to climatology at the 809 

respective depth, and those at center right apply to the temperature changes with 810 

respect to the zstar_notide control experiment. 811 

 812 

5.2 Large-scale circulation 813 

 814 

MCS2022 demonstrated that implementing z~ with progressively longer timescale 815 

parameters led robustly to a weakening by up to 1.5 Sv in the maximum overturning 816 

circulation (AMOC) at 26°N, which was well correlated with the global mean of the 817 

effective diffusivity κeff for each selection of the timescale parameters. This was 818 

interpreted as a causal link between the strength of mixing in both mid-latitudes and 819 

the Southern Ocean and the strength of the overturning (in other words, a larger rate 820 

of mixing is associated with a stronger AMOC), which has been recognized through 821 

modelling and observational studies for several years (Bryan 1987; Scott and 822 

Marotzke 2001; Webb and Suginohara, 2001; Cimoli et al. 2023). Figure 12(a) and 823 

(b) show the evolution of the AMOC strength at 26°N and 45°N in the present 824 

ensemble, while columns 2 and 3 of Table 4 list the mean strength of the AMOC at 825 

these latitudes over years 21-30 of each of the integrations. The sensitivity to tides 826 

and the choice of vertical coordinate is clearer at 26°N than at 45°N; at the former 827 

latitude, there is a clear tendency for the overturning to weaken, both with and 828 

without tides, as the z~ timescales are lengthened: in both ztilde_20_60_notide and 829 

ztilde_20_60_tide there is a weaking of the AMOC by about 6% compared with the 830 

respective z* experiment. The difference between non-tidal and tidally forced 831 

experiments, with corresponding choices of the vertical coordinate, are much 832 

smaller. It is of interest to note that the experiment zstar_tide_nomix with the 833 

Simmonds et al. mixing parameterization disabled (cyan line) has an AMOC strength 834 

at 26°N that is close to that in zstar_tide, which suggests that either other interior 835 

processes besides mixing influence the overturning strength, or that the mixing that 836 

strengthens the overturning occurs in regions where the enhancements to the 837 

diffusivity contributed by the tidal parameterization scheme are not large.  838 

 839 



 840 
Figure 12. Large-scale annual circulation indices in Sv in the model simulations: (a) 841 

overturning strength at 26°N; (b) overturning strength at 45°N; (c) transport through 842 

Drake Passage; and (d) Indonesian throughflow. 843 

 844 

 AMOC at 
26°N 

AMOC at 
45°N 

ACC 
transport 

ITF 

zstar_notide 21.50 18.03 125.3 -18.6 

ztilde_5_30_notide 20.78  17.91 127.5 -17.9 

ztilde_20_60_notide 20.22 18.01 130.7 -17.5 

zstar_tide 21.21 18.12 119.1 -18.7 

ztilde_5_30_tide 20.91 19.81 129.2 -17.7 

ztilde_20_60_tide 20.02 17.86 128.0 -17.2 

zstar_tide_nomix 21.65 18.33 114.1 -18.5 

 845 



Table 4. Circulation indices in the model simulations, evaluated from annual means 846 

over the period 1996-2005: overturning strength at 26°N; overturning strength at 847 

45°N; Antarctic Circumpolar Current (ACC) transport through Drake Passage; and 848 

Indonesian Throughflow (ITF), all in Sv. 849 

 850 

The Antarctic Circumpolar Current (ACC) transport through the Drake Passage in 851 

zstar_notide (the solid black line in Figure 12(c)) spins down from the first year by 852 

about 25 Sv over the 30-year integration, while in the absence of tidal forcing z~ 853 

consistently reduces the spindown by between 3 and 5 Sv. Adding tidal forcing 854 

(green solid line) substantially weakens the transport, but z~ in this case reverses 855 

the weakening, and in ztilde_20_ tide the ACC is about 3 Sv stronger than in the 856 

zstar_notide control (Table 4). Disabling the tidal mixing parameterization (solid cyan 857 

line leads to the weakest ACC transport of the ensemble; the reasons for this are 858 

probably complex, as mentioned above. We conclude that applying tidal forcing to 859 

this configuration along with z~ with a 20-day timescale gives a modest improvement 860 

to the ACC transport, which is comparable to the ~3Sv of strengthening reported by 861 

Megann and Storkey (2021) when the viscosity was increased in a similar 862 

configuration. 863 

 864 

The total throughflow through the Indonesian Archipelago (ITF) from the Pacific to 865 

the Indian Ocean between 2004 and 2006 was estimated under the INSTANT 866 

observational program to be 15.0 Sv with a seasonal cycle of about 2 Sv (Sprintall et 867 

al., 2009). Sasaki et al. (2018) report an increase in the ITF in a 0.1° near-global 868 

model when a tidal mixing parameterization is applied. Katavouta et al. (2022) used 869 

a 1/12° regional NEMO model to investigate the sensitivity of the Indonesian 870 

throughflow to tidal forcing, reporting a small increase in throughflow of about 1 Sv 871 

with tides, and conclude that the main contribution to the change in the net transport 872 

arose from interactions between the barotropic tide and the mean stratification in the 873 

straits. In the zstar_notide control experiment the mean ITF (see Figure 12(d) and 874 

Table 5) is 18.6 Sv; this suggests that the throughflow is a little stronger than the 875 

observational estimate, but the significant interannual variability of about ±2 Sv seen 876 

in the simulations makes direct comparison with the three-year INSTANT 877 

observational time series less useful. Adding tidal forcing with z* slightly strengthens 878 



the ITF by 0.7%, while z~ consistently weakens the transport by between 5% and 879 

7.5%. These results are consistent with the modelling studies cited above, and we 880 

conclude firstly that tidal motions strengthen the ITF by increasing mixing, mainly 881 

due to the barotropic tide; and secondly that z~ weakens it by reducing numerical 882 

mixing. 883 

 884 

5.3 Sensitivity of sea ice to tides and z~ 885 

 886 

As noted in the Introduction, sensitivity of the seasonal sea ice extent to tidal forcing 887 

has been reported in polar regions in model studies (e.g. Luneva et al., 2015). Figure 888 

13 shows the mean seasonal cycle of ice extent and volume, averaged over the ten-889 

year period 1996-2005, in the northern and southern hemispheres, along with 890 

estimated observational bounds (±20%) from the HadISST climatology (Rayner et 891 

al., 2003) for ice extent, and from the PIOMAS reanalysis (Zhang and Rothrock, 892 

2003) for ice volume (Northern hemisphere only), respectively. The zstar_notide 893 

control, like the preceding GO6 configuration (see Figure 13 of Storkey et al., 2018) 894 

has a realistic winter sea ice cover in both hemispheres (the solid black line in 895 

Figures 13(a) and (b)), compared with observations, but excessively low sea ice 896 

extent in the summer, whereas the sea ice in the Arctic is too thin all year round, as 897 

evidenced by the sea ice volume (Figure 14(c)), which is below the lower 898 

observational bound for almost all months. The effect of tides (green and blue lines 899 

in Figure 13) is to reduce the ice cover in the Arctic, but the sensitivity is weak, with a 900 

reduction of less than 4% in the March ice cover in the Arctic in zstar_tide relative to 901 

that in zstar_notide, and less than 1% in the September ice cover in the Antarctic. 902 

The sensitivity to tides of the northern hemisphere sea ice volume is negligible, as is 903 

that of both the extent and volume in the southern hemisphere (Figures 13(b) and 904 

(d)). Finally, none of the metrics is significantly affected by changing to z~: for 905 

example, winter sea ice extent in both hemispheres is changed by less than 0.1% 906 

between zstar_notide and ztilde_20_notide.  907 

  908 



 909 
Figure 13. Mean seasonal cycle of monthly sea ice extent and thickness over 1996-910 

2005 of the main ensemble: ice extent in km2 in the (a) northern and (b) southern 911 

hemispheres; and ice volume in km3 in the (c) northern and (d) southern 912 

hemispheres. The grey solid lines indicate the estimated observational bounds, 913 

derived from the respective dataset as described in the text. 914 

 915 

5. Summary and discussion 916 

 917 

We have implemented tidal forcing, using the five harmonics M2, S2, N2, O1 and K1, 918 

in a global forced 1/4° NEMO configuration, and have created an ensemble of 919 

simulations with the aim of assessing the numerical mixing due to the tides. We have 920 

included for comparison both the default z* geopotential coordinate and the filtered 921 

arbitrary-Lagrangian-Eulerian z~ coordinate, which represents the vertical motions of 922 

internal waves with period of less than a few days as displacements of the 923 

coordinate surfaces, rather than as advective vertical velocities relative to the 924 

coordinate surfaces, and which has previously been shown to significantly reduce 925 



numerical mixing from internal waves in non-tidal simulations. We have confirmed 926 

that the external tide, represented by harmonics of the surface elevation at the tidal 927 

forcing frequencies, is acceptably realistic in amplitude and phase in all the 928 

simulations, despite the relatively low horizontal resolution. We have analyzed the 929 

internal tide, as represented by its signature in the surface elevation, and confirmed 930 

that this is broadly similar to that seen in satellite altimetry and in high-resolution tidal 931 

models, albeit being significantly weaker than that in either of the latter, and that its 932 

propagation away from the generation regions is realistically represented. Finally, the 933 

amplitude and spatial structure of the surface signature of the internal tides are not 934 

significantly affected by the choice of vertical coordinate in the model.  935 

 936 

We have examined the internal structure of the internal tides in the simulations and 937 

its sensitivity to the vertical coordinate: they are present almost exclusively in the first 938 

vertical mode, as expected, given the horizontal resolution of the model grid, and are 939 

characterized in the z* case by a maximum vertical velocity at around 2000 meters 940 

depth. When the z* vertical coordinate is replaced by z~, the Eulerian vertical 941 

velocity corresponding to the internal tide is progressively transformed into 942 

displacements of the coordinate surface as the z~ timescale is lengthened, and with 943 

a 20-day timescale the Eulerian velocity from tidal motions is reduced to less than 944 

10% of its amplitude with z*. 945 

 946 

The effects of tidal forcing and of the choice of vertical coordinate on mixing were 947 

quantified using a mixing analysis based on density transformation rates to derive an 948 

effective diapycnal diffusivity κeff for each of the experiments. In summary, tidal 949 

forcing in the z* experiments led to an increase of up to 20% in the effective 950 

diffusivity in density classes corresponding to thermocline and intermediate waters 951 

and at latitudes between 30°S and 30°N, where a strong internal tide is present, but 952 

changing to the z~ vertical coordinate produced a strong reduction in diagnosed 953 

mixing both with and without tides and, perhaps surprisingly,  the experiments with 954 

tides and z~ showed effective diffusivities between 15% and 25% lower than in the 955 

non-tidal z* control experiment over intermediate and deep water densities. The 956 

sensitivities of temperature biases at 300 m and 2,000 m depths with respect to the 957 

EN4 climatology were broadly consistent with those of the mixing diagnostics: the 958 



cool biases at 300 m between 30°S and 30°N in the control were reduced by more 959 

than 50% with tides and z~, while the warm biases between 35° and 65°N were 960 

reduced by a comparable fraction. Similar sensitivity was seen at 2,000 m depth, 961 

although the magnitudes of the biases at that depth are less than 25% of those at 962 

300 m. With z* and tides a warm bias in the Arctic at 300m of between 0.5 and 1.0 K 963 

was present, but in all the other experiments this bias was replaced by a much 964 

smaller overall cool bias. To summarize, tidal forcing with z* increases mixing in 965 

thermocline and intermediate waters between 30°S and 30°N, reducing it slightly 966 

elsewhere, while the combination of tides and z~ reduces mixing almost everywhere, 967 

relative to that in the z* non-tidal control. 968 

 969 

The sensitivity of the Atlantic meridional overturning circulation (AMOC) at 26°N to 970 

tidal forcing and the vertical coordinate was proportionate to those of the mixing and 971 

the temperature biases: the AMOC was strongest in the z* non-tidal control, and 972 

weakest with tidal forcing and with z~ with the longest timescale. This confirms the 973 

hypothesis of Webb and Suginohara (2001), Wunsch and Ferrari (2004) and others 974 

that mixing is a significant control on the AMOC, in the sense that stronger mixing 975 

leads to a stronger overturning circulation. The transport through Drake Passage of 976 

the Antarctic Circumpolar Current (ACC) is characterized in the non-tidal control by a 977 

gradual spindown of 25-30 Sv from the initial transport of 150 Sv. The ACC transport 978 

has the opposite sensitivity to the AMOC, with the z* non-tidal and tidal simulations 979 

having the largest spindown, and the tidally-forced experiment with a 20-day z~ 980 

timescale having the least, with the weakening reduced to about 20 Sv relative to the 981 

control. This is consistent with a hypothesis that the ACC is supported by a mean tilt 982 

of the isopycnals in the Southern Ocean, and that stronger mixing erodes this tilt and 983 

hence weakens the ACC. Finally, a small but robust dependence on tidal forcing was 984 

seen in the Indonesian throughflow, which was weakened by a few percent in the 985 

tidal experiments with z~. 986 

 987 

Examination of the explicit and effective diffusivities with and without the Simmons et 988 

al. (2014) tidal mixing parameterization confirms that the total mixing from tidal 989 

motions, including both physical and numerical contributions, in this configuration is 990 

much lower than that provided by the parameterization, and is indeed much weaker 991 

than observational estimates for mixing. This is not surprising, since the eddy-992 



permitting resolution used in this ensemble is far too low to simulate the higher 993 

vertical modes of the internal tide, and indeed the higher frequency internal waves 994 

that result from these internal tides, that perform mixing in the ocean. We therefore 995 

conclude that a mixing parameterization is necessary in tidally forced simulations of 996 

this resolution, which of course is typical of climate models. The Simmonds et al. 997 

scheme is not provided in standard releases of NEMO v4, and in any case has been 998 

superseded by that of de Lavergne et al. (2020), so the latter is recommended for 999 

new NEMO-based configurations. 1000 

 1001 

It is not yet clear why tidal forcing with z* slightly reduces the explicit vertical 1002 

diffusivity outside the 30°S-30°N latitude range, as shown in Figure 8(b), nor why the 1003 

diagnosed numerical mixing and temperature biases are significantly reduced over 1004 

much of the model domain when tides are present, particularly when combined with 1005 

the z~ vertical coordinate. Candidates include a possible reduction by the barotropic 1006 

or internal tide of the grid-scale vertical velocities associated with a computational 1007 

mode at mid-depths close to western boundaries, as described by Megann (2018) 1008 

and Megann et al. (2021) in related ¼° simulations, which may interact non-trivially 1009 

with tidal motions; changes to viscous damping along western boundaries from the 1010 

tidal currents; and changes to bottom layer thicknesses. Another possible cause 1011 

could be nonlinear interactions between the internal tides and the NIGWs, which 1012 

could disrupt the propagation of the latter. Further work is needed to clarify this 1013 

question. 1014 

 1015 

The present configuration was created to provide a working tool to explore the 1016 

effects of tidal motions on numerical mixing, and is certainly not optimized to 1017 

simulate a tidally-forced ocean realistically, even considering its limited resolution. 1018 

Only five tidal constituents are applied, while the formulation of the bottom drag is 1019 

likely to be sub-optimal in the presence of time-mean and tidal currents at the sea 1020 

bottom. Work is ongoing under the Shelf-Enabled NEMO project, developed partly 1021 

under the Mission Atlantic program (Artioli et al., 2023), which uses a global 1/4° 1022 

NEMO v4.0 configuration closely related to that used in the present study to improve 1023 

the performance of the model on the shelves without degrading the simulation in the 1024 

deep ocean. The configuration used in the project, for example, applies 23 tidal 1025 

forcing constituents, and has found that a modified bottom drag scheme gives 1026 



considerable improvements in the representation of the barotropic tide (C. Wilson, 1027 

pers. comm.). The mixing parameterization of Simmons et al. (2004) is no longer 1028 

provided in the NEMO source code, and has in any case been superseded by the 1029 

more sophisticated scheme of De Lavergne et al. (2020), so is not recommended for 1030 

future model studies. Finally, the application of a tidal mixing parameterization 1031 

scheme in the presence of resolved barotropic and low-mode internal tides is 1032 

unsatisfactory, since it is likely to introduce double-counting of the contributions to 1033 

mixing from these sources, so further research is needed to investigate the 1034 

consequences of this.  1035 

 1036 

We conclude that explicit representation of tidal motions generally improves the 1037 

realism of the ¼° NEMO configuration used here, and that changing from the z* 1038 

geopotential coordinate to the z~ filtered ALE coordinate further improves the 1039 

performance of the model, mainly through its consistent effect in reducing numerical 1040 

mixing from the internal tide. Our results suggest that investigating the effect of tidal 1041 

forcing in the next generation of coupled climate models and Earth System Models 1042 

will be worthwhile, providing that attention is paid to addressing numerical mixing 1043 

through appropriate choice of the vertical coordinate.  1044 
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