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Abstract14

In geophysical inverse problems, the distribution of physical properties in an Earth15

model is inferred from a set of measured data. A necessary step is to select data that16

are best suited to the problem at hand. This step is performed ahead of solving the in-17

verse problem, generally on the basis of expert knowledge. However, expert-opinion can18

introduce bias based on pre-conceptions. Here we apply a trans-dimensional algorithm19

to automatically weigh data on the basis of how consistent they are with the fundamen-20

tal assumptions made to solve the inverse problem. We demonstrate this approach by21

inverting arrival times for the location of a seismic source in an elastic half space, un-22

der the assumptions of a point source and constant velocities. The key advantage is that23

the data do no longer need to be selected by an expert, but they are assigned varying24

weights during the inversion procedure.25

1 Materials and Methods26

1.1 Azimuthal coverage.27

Azimuthal coverage of seismic sensors is a key parameter that affects the reliabil-28

ity of seismic event locations. In crustal studies, seismic sensors are typically located at29

the surface, i.e., on a single plane that contains the epicenter. In this case, the “azimuthal30

gap” denotes the greatest angle between the epicenter and any two seismic sensors that31

record the seismic waves propagating from the event. In general, a large azimuthal gap32

is associated to large location uncertainties, as it happens for example for offshore seis-33

mic events when all seismic sensors are located on shore. The same azimuthal gap def-34

inition does not hold for a 3D distribution of seismic sensors. In our study, we compute35

the azimuthal gap of a 3D distribution of seismic sensors as follows.36

1. We project all seismic sensors onto a sphere centered in the event source location37

(like stars in the sky), so that the position of each sensor has two angular coor-38

dinates, azimuth φ and altitude λ;39

2. For each sensor on the sphere, we compute the minimum angular distance to ev-40

ery other sensor on the sphere;41

3. The “azimuthal gap” of the sensor configuration is the largest of these minimum42

angular distances.43

This definition of azimuthal gap quantifies how sparse is the constellation of seis-44

mic sensors around a given event location and can be related to event location uncer-45

tainties. This definition also applies to the case where sensors are distributed on a plane46

at the surface that contains the event epicenter.47

1.2 Experimental Design.48

In our study, we performed three different experiments based on two data sets of49

seismic measurements. Raw seismic waveforms were recorded in the Kiirunavaara mine50

(Sweden) by a seismic network (253 seismic sensors spanning the 3D volume around the51

ore body (Dineva et al., 2022)). From the raw seismic waveforms, P- and S-wave arrival52

times were automatically retrieved and manually revised by the local seismic system provider53

(Institute of Mine Seismology, IMS). These arrival times are the data used to solve the54

geophysical inverse problem of locating the seismic source. In the first data set, the seis-55

mic source is a man-made blast used to calibrate the seismic system. The position of the56

seismic source is known with an accuracy less than 1 meter. This data set can be used57

as the input of a robust field test, as the source location is known with an accuracy higher58

than the half-width of the characteristic wavelength of the P-wave (given a blast corner59

frequency close to 1000 Hz, if we assume Vp = 6600 m/s, for example, the half-wavelength60
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is 3.3 m. ). Due to the limited amount of explosive used (5 kg), seismic waves have been61

clearly recorded at 57 seismic sensors only (with 57 P- and 9 S-wave arrival times), which62

translates in a minimum and maximum sensor distance from the source of 83 and 71063

meters, respectively. The second data set is based on P- and S-waves generated during64

a Mw 4.2 event that occurred on May 18th, 2020. This large event partially destroyed65

the mine infrastructure in a section about 1300 meters wide(Dineva et al., 2022). The66

resulting P- and S-waves were recorded at 151 seismic sensors (151 P-wave and 81 S-wave67

arrival times) as far as about 2130 meters from the preliminary seismic source location.68

Our preliminary seismic source is the official location (Dineva et al., 2022), even though69

the damaged area may be as large as 700×250 meters. For the present study, we specif-70

ically revised all P- and S-wave arrival times associated to this event to include as many71

seismic sensors as possible. It is worth noting that some seismic sensors close to the rup-72

ture area were destroyed during the event, limiting the availability of data near the source.73

The closest sensor to the preliminary seismic source is about 140 meters away.74

1.3 The reference solution: McMC location of a seismic event75

Our fist experiment obtains a reference solution that consists of estimated source76

locations obtained using only sensors within a maximum distance from the calibration77

blast (which is equivalent to have equal weight for all stations within the max distance78

and ignore stations that are beyond the maximum distance). By considering a range of79

possible maximum sensor distances, we aim to reproduce the results that would be ob-80

tained by different expert opinions.81

The observed arrival time data in a vector d are t obsx,i , where x = P or S, i = 1, . . . , N ,82

and N = NP + NS = 66, with NP and NS being number of P- and S-wave arrival83

times, respectively. We apply a standard Markov chain Monte Carlo approach to solve84

the inverse problem of locating the source. We make four simplifying assumptions: (1)85

The rock volume is a homogeneous half-space; (2) The seismic event is a point source;86

(3) The arrival times have associated uncertainties equal to the sampling rate (i.e., σ0 =87

1/6000 s); and (4) The covariance matrix of the data errors C∗
e is diagonal, i.e. C∗

e =88

σ2
0 I, with I being the identity matrix (see (Riva & Piana Agostinetti, 2023) for details89

on the methodology).90

The model vector m in the inverse problem contains eight parameters. Six param-91

eters are related to the physical model: the coordinates of the seismic source (Xs, Ys, Zs),92

the origin time measured with respect to the first P-wave arrival time (OT ), the P-wave93

velocity of the half-space (VP ), and the ratio between P-wave velocity and S-wave ve-94

locity in the half-space (VP /VS). Two additional “hyperparameters” (Malinverno & Briggs,95

2004) πP and πS , defined below, control the data uncertainties. Thus, m = (Xs, Ys, Zs, OTs, VP , VP /VS , πP , πS).96

In our experiment, all prior probability distributions are uniform within the minimum97

and maximum values given in Table 1.98

For the given assumptions, the seismic ray paths for model m are straight lines from99

the seismic source in (Xs, Ys, Zs) to the known position of each seismic sensor. Thus, pre-100

dicted arrival times t predx,i (with x = P, S and i = 1, ..., N) can be easily computed from101

the source-sensor distance, VP , and VP /VS . The vector e = t obsx,i − t
pred
x,i contains the102

residual differences between predicted and observed arrival times. The hyperparameters103

πP and πS multiply the error variances that define the error covariance matrix as fol-104

lows: σ2
x(m) = σ2

0 · 102πx , where x = P or S. Therefore, the error covariance Ce(m)105

is a diagonal matrix that contains the values of σ2
x(m) for each P- or S-wave arrival time.106

In this context, the likelihood function can be written as107

L(m) = P (d |m) =
1

[(2π)N |Ce(m)|]1/2
exp

(
−1

2
eTCe(m)−1e

)
, (1)
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Model parameter Name Minimum Maximum Scale

X-coordinate of source Xs 0 m 5000 m 0.05
Y coordinate of source Ys 5000 m 6900 m 0.05
Z coordinate of source Zs -1600 m -200 m 0.15
Origin time of source OTs -0.2 s 0.2 s 0.05

P-wave velocity VP 4.0 km/s 8.0 km/s 0.10
VP /VS ratio VP /VS 1.5 1.9 0.20

Hyperparameter (P-wave) πP -0.5 5.0 0.075
Hyperparameter (S-wave) πS -0.5 5.0 0.075

Table 1. Prior probability distributions of model parameters in vector m. The “Scale” col-

umn lists the multipliers of the prior ranges that define the standard deviation of the normal

probability distributions used to generate candidate models in the Metropolis algorithm.

Model parameter Name Minimum Maximum Scale

Number of shells k 1 100 –
Shell radii rk 0 m 4000 m 0.02
Shell weights (P-wave) wk,P 0.0 3.0 0.02
Shell weights (S-wave) wk,S 0.0 3.0 0.02

Table 2. Prior probability distributions of spherical shell parameters in vector m. The “Scale”

column lists the multipliers of the prior ranges that define the standard deviation of the normal

probability distributions used to generate candidate models in the Metropolis algorithm.

where the determinant of the diagonal covariance matrix is the product of its diagonal108

entries, i.e., |Ce(m)| = σ2NP

P (m) · σ2NS

S (m).109

For each simulation, we ran 10 independent sampling chains starting from 10 dif-110

ferent model vectors randomly sampled from the prior distribution. Each chain ran for111

106 sampling iterations, with a 5·105 initial burn-in period. We save 1 every 1000 mod-112

els, so that our final posterior distribution is reconstructed from 5·104 model vectors.113

Each simulation took less than 60 seconds on a laptop (Apple M1 CPU), but Message114

Passing Interface (MPI) directives can reduce the CPU time to few seconds.115

1.4 Assigning data weights with a trans-dimensional algorithm.116

The novel approach applied in our second and third experiments (using arrival times117

from the calibration blast and the natural event) follows the algorithm presented in (Piana Agostinetti118

& Sgattoni, 2021), except that here we use spherical shells in space rather than change119

points in time. In our case, the spherical shells are centered at an approximate prelim-120

inary location of the source (see below for a discussion on determining a preliminary source121

location). The models sampled by McMC are composed by six physical parameters, as122

done earlier, plus a variable number of parameters related to the spherical shells: the num-123

ber of shells k, the k-vector of shell radii rk, and the k+1-vectors of the weights for P-124

and S-wave arrivals in each shell wk,P and wk,S . Thus, m = (Xs, Ys, Zs, OTs, VP , VP /VS , k, rk,wk,P ,wk,S).125

Priors for the spherical shell parameters are uniform (see Table 2).126

Given the model vector m, we compute a modified version of the covariance ma-127

trix of the data errors Ce(m) that accounts for the data weights as follows:128

Ce(m) = W−1(m) C∗
e W

−1(m) (2)
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Seismic source X (m) Y (m) Z (m)

Calibration blast 3230.1 6311.7 -1077.4
Natural event 2144.6 6325.9 -1145.6

Table 3. Preliminary event locations used to compute the source-sensor distances δi.

where W(m) is a diagonal matrix that contains the weight assigned to each arrival time;129

as C∗
e is diagonal, Ce(m) is also diagonal. We note here that an equivalent view is that130

the algorithm samples variances, rather than weights, in each of the spherical shells as131

in a hierarchical Bayes strategy (Malinverno & Briggs, 2004). In fact, in a Bayesian frame-132

work, “data noise” includes observational and theoretical errors. Here, as the source-station133

increases, the theoretical “noise” due to a wrong velocity model increases. The result-134

ing variances in the diagonal matrix Ce(m) will be consistent with the size of the resid-135

ual differences between predicted and observed arrival times in the vector e = t obsx,i −136

t predx,i .137

Writing δi as the distance from the source of the sensor recording the i-th arrival138

time, the entries of W are139

Wii = 10−wi(m), (3)

where wi(m) is140

wi(m) =

 w1,x if δi < r̃1
wj,x if r̃j < δi < r̃j+1 1 < j < k
wk,x if r̃k < δi,

, (4)

where x = P or S depending on whether the i-th arrival time is for a P- or S-wave and141

r̃k is the ordered version of the vector rk (i.e. r̃1 < ... < r̃k). The likelihood function142

is as in Equation 1 with the covariance matrix Ce(m) of Equation 2.143

Composing the covariance matrix Ce(m) needs a preliminary source location to144

compute the source-sensor distances δi. In general, an approximate preliminary location145

is available soon after the event takes place and can be safely used. If a preliminary event146

location was not available, the position of the sensor that receives the earliest P-wave147

arrival can be used as well. Here we use as preliminary locations the actual location of148

the calibration blast and the location of the natural event published in (Dineva et al.,149

2022); the coordinates of these preliminary locations are in Table 3.150

Finally, we briefly illustrate the procedure to sample the parameter space. Phys-151

ical parameters are explored following the same approach as in the standard McMC sam-152

pling presented by (Riva & Piana Agostinetti, 2023), whereas sampling of the param-153

eters related to the spherical shells follows the recipe described in (Piana Agostinetti &154

Sgattoni, 2021). During McMC sampling, candidate models with perturbed physical pa-155

rameters are generated in the odd-numbered iterations while the spherical shell param-156

eters are perturbed in even-numbered iterations. Given the high number of parameters157

involved, we ran 20 independent chains of 106 iterations each. The full CPU time for the158

20 chains is about 200 seconds, but MPI directives can be used to make the chains run-159

ning in parallel.160
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Figure 1. Standard McMC sampling applied to locating the calibration blast in the reference

solution when using all arrival times recorded up to 800 m from the blast. (a) Sampled solutions

projected onto the horizontal X-Y plane (black dots) and posterior mean (black circle). The yel-

low sun indicates the true position of the calibration blast. (b) Sampled solutions projected onto

the vertical X-Z plane. Symbols as in panel (a). (c-l) Histograms that approximate the posterior

distribution of the sampled parameters. “Relative OT” is the origin time of the blast relative to

the earliest recorded P-wave arrival time.
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Figure 2. Novel data-weighing method applied to locating the calibration blast. (a) Sampled

solutions projected onto the horizontal X-Y plane (blue dots) and posterior mean (blue circle).

The yellow sun indicates the true position of the calibration blast. (b) Sampled solutions pro-

jected onto the vertical X-Z plane. Symbols as in panel (a). (c-g) Histograms that approximate

the posterior probability density function (PDF) of the sampled parameters. “Relative OT” is

the origin time of the blast relative to the earliest recorded P-wave arrival time. (h) Posterior

PDF of the weights assigned to P-wave arrival times as a function of source-sensor distance.

Green crosses indicate the distance of each sensor from the source. (i) As in (h) for S-wave arrival

times.(l) Posterior PDF of shell radii. The red dashed line indicates the uniform prior pdf.
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Figure 3. Application of the novel data-weighing method to recordings of the Mw 4.2 natu-

ral event. See the caption of Figure 2 for a description of panels and symbols. The yellow star

indicates the preliminary position of the natural event.
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Figure 4. Application of the novel data-weighing method to recordings of the Mw 4.2 natu-

ral event when using the alternative parameterization with linearly varying weights within each

spherical shell (Figure ??c). See the caption of Figure 2 for a description of panels and symbols.

The yellow star indicates the preliminary position of the natural event.
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