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Abstract

The freshwater seawater mixing zone is a critical region for chemical activity. Yet,
little is known about the influence of ever present spatial heterogeneity on the dynam-
ics of mixing and calcite dissolution, which play a key role in the understanding of Karst
development. We analyse the impact of different heterogeneity structures and strengths
on the local and global response of mixing and dissolution rates across the saltwater fresh-
water mixing zone. We find that the initial heterogeneity structure significantly impacts
on observed dissolution and mixing patterns, which sheds some new light on Karst prop-
agation in coastal aquifers.

1 Introduction

The mixing of freshwater and seawater in coastal carbonate formations has been
long associated with zones of high porosity development and elaborate cave networks [Back
et al., 1986]. The presence of caves in the Yucatan peninsula [Back et al., 1979, 1986;
R.K. Stoessell, W.C. Ward, B.H. Ford, 1989] and enhanced porosity observed from cores
collected in the Bermudas Andros island [Smart et al., 1988] for example, have been di-
rectly attributed to mixing dynamics across the salt-freshwater mixing zone. Despite this,
limited accessibility to deeper portions of the mixing zone has prevented large scale sur-
veys of caves which may otherwise be available further inland. Since the topology of many
karstic networks and their subsequent geomorphological characteristics are strongly linked
to their flow regimes and local geology [Jouves et al., 2017], understanding the behaviour
of mixing and reactions under variable density flow in coastal systems under the influ-
ence of various types of heterogeneity may offer insight into the localisation of prefer-
ential calcite dissolution, which may be particularly important during the initial stages
of karst propagation.

Numerical studies have previously demonstrated that calcite dissolution at the seawater-
freshwater interface occurs dominantly across the fresher spectrum of the mixing zone
where mixing waters are most strongly undersaturated with respect to calcite [Sanford
and Konikow, 1989; Rezaei et al., 2005]. Moreover, Sanford and Konikow [1989] found
that dissolution takes place in fresher water then what would be expected by simple mix-
ing alone. Interestingly, two reactive hotspots were also observed; one in fresher portion
of the mixing zone at the toe and one in saltier portion of mixing waters at the discharge
zone. These behaviours have been attributed to an initial mixing effect at the toe, which
gives way to the highest potential for undersaturation and enhanced dispersive mixing
at the discharge zone. While these homogeneous studies have provided valuable insight
into the interplay between transport and chemical reactions, they fall short of explain-
ing the maze-like conduit networks observed in real karst aquifers.

Coastal carbonate aquifers present heterogeneous discontinuities, such as fractures,
dikes, and large scale stratification, which may induce complex salinity distributions lead-
ing to irregular patterns of enhanced local mixing and reactive hotspots, this means zones
of enhanced reactivity. It is well known that heterogeneity of hydraulic properties strongly
controls solute spreading and mixing in porous media [Dagan, 1987; Gelhar, 1993, 2003;
Dentz et al., 2011]. Heterogeneity has also been suggested as an important mechanism
toward realistic representations of offshore submarine groundwater discharge [Michael
et al., 2016]. However, only few studies have addressed heterogeneity for variable den-
sity flow systems and, in particular, for seawater intrusion problems [see, e.g., Held, R,

S. Attinger, 2005; Abarca, 2006; Kerrou and Renard, 2010; Sebben et al., 2015; Pool et al.,
2015]. In general, it has been found that heterogeneity leads to increased spreading of
the freshwater-seawater mixing zone. While it is evident that heterogeneity plays a strong
role in mixing in many subsurface groundwater problems, its impact on mixing-limited
reactions such as calcite dissolution in coastal variable density flow systems remains an
open question.
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Figure 1. Maps showing examples of (from top to bottom) the hydraulic conductivity field
for the homogeneous and heterogeneous fields (o7, = 1), the mixing ratio (c), ¢(1 — ¢) and the
logarithm of the velocity modulus (|v]). b) The non-dimensional average mixing area (A,,) and

c) the toe position (L;) against their non-dimensional hydraulic conductivity (K.). The dashed
lines denote the dependence of the mixing area and toe position on hydraulic conductivity for

an equivalent homogeneous medium. Mixing ratio contours displayed in the maps correspond to
mixing ratios of 1%, 10%, 50% and 95%.

In this paper we investigate the effect of heterogeneity and connectivity on mix-
ing and chemical reactions across the salt-freshwater interface under steady-state con-
ditions. We consider a fast calcite dissolution reaction to explore karstification processes
induced by mixing in coastal aquifers. Two-dimensional variable density flow and trans-
port simulations are performed considering large scale hydraulic conductivity stratifi-
cation and log-normally distributed mulit-Gaussian hydraulic conductivity fields. In ad-
dition, more complex heterogeneous fields characterized by connected and disconnected
patterns of high and low conductivity are considered. We analyze the mixing and reac-
tion dynamics by focusing on the local and global reaction and mixing rates. Our results
aim to provide insight into the role of heterogeneity in non-uniform flow fields such as
that induced by seawater intrusion in an effort to provide more realistic representation
of mixing and calcite dissolution that may act as precursors to the propagation and cre-
ation of complex karst networks in coastal environments.

2 Methods

We study mixing and calcite dissolution patterns under steady variable density flow
in two-dimensional heterogeneous coastal aquifers. Density-dependent flow is described



by the Darcy equation

alx) = ~K(x) |Vhy ) + 220 | (1)
where x = (x,2)" is the coordinate vector, q(x) the specific discharge, K (x) hydraulic
conductivity, hr(x) the equivalent freshwater head, p(x) the fluid density, p; the den-
sity of freshwater and e, is the unit vector in z-direction. Fluid mass conservation in the
absence of sources and sinks implies V - p(x)q(x) = 0. The fluid density depends on
the mixing ratio c¢(x) between fresh and seawater and is assumed to be linearly depen-
dent on the salt mass fraction w(x) (mass of salt dissolved per unit mass of fluid) given
by p(x) = pys[l + Be(x,t)] where 3 is the buoyancy factor given by 5 = (ps — py)/py
and ps is the density of seawater. The mixing ratio is given by ¢(x) = w(x)/ws with
w(x) the salt mass fraction in the mixture and w; the salt mass fraction of seawater. Thus,
it obeys the steady state advection-dispersion equation [Voss and Provost, 2002],

d(x) - Ve(x) — V- [D(x) + $Dyn] Ve(x) = 0, 2)
with D(x) the dispersion tensor [Bear, 1988], D,, molecular diffusion and ¢ porosity.

The flow domain is 1500 m long and 100 m wide with a prescribed freshwater flux
of 250 m/a and zero mixing ratio at the inland boundary at = 0 and hydrostatic salt-
water at the seaward boundary. The mixing ratio and the inland boundary is set to 0,
while the mass flux at the seaward boundary is set equal to the advective flux of seawa-
ter if the horizontal component of q point inland and equal to the advective flux of the
local mixing ratio otherwise. A detailed relation of the numerical setup can be found in
section 3 of the supporting information. Hydraulic conductivity K(x) is modelled as a
two dimensional spatial random field. We consider multi-Gaussian (MG), as well fields
of connected high (C) and low hydraulic conductivity (Dy). All fields are characterized
by log-normal point statistics with variances of the log-hydraulic conductivity o7 . =
1 and 3. The connected high (C) and low hydraulic conductivity (Dy) serve to mimic
the presence of channels or fractures.

In order to highlight the influence of heterogeneity on mixing and reaction efficiency,
we compare the results from the heterogeneous to equivalent homogeneous scenarios. For
each type of heterogeneity and log-K variance, 10 equally probable realizations are con-
sidered. The observables presented in the following are obtained by averaging over the
set of realizations for each heterogeneity type (averaged quantities are denoted by an over-
line). While we consider only a limited number of realizations due to computational con-
straints, the variability between realizations is low such that the average can be consid-
ered representative for the heterogeneity impact on the mixing and reaction behaviour.
Furthermore, in order to illustrate reactive patterns that may emerge in the presence of
large scale discontinuities, we consider in Section 3.3 two realizations of a stratified multi-
Gaussian aquifer structure characterized by infinite longitudinal correlation length, trans-
verse correlation length of 10 m and o7 , = 1 and 3. Details are given in Section 4 of
the supporting information.

Figure 1a illustrates maps of the mixing ratio and velocity magnitude for homo-
geneous, multi-Gaussian, connected and disconnected hydraulic conductivity fields. The
mixing area A,, between fresh and seawater shown in Figure 1b is defined as the area
comprised between the 0.95 and 0.01 isolines of the mixing ratio. The penetration depth
L; of the seawater wedge shown in Figure lc is defined as the distance of the 0.5 isoline
of the mixing ratio from the seaside boundary. Note that both these quantities are av-
eraged across all realizations. The mixing area and penetration depth are non-dimensionalized
in terms of the characteristic length scale I., which here is identified with the height of
the domain.

In order to investigate the influence of heterogeneity on mixing and reaction effi-
ciency, we compare the results from the heterogeneous realizations to equivalent homo-



geneous media. In order to determine the effective hydraulic conductivity of the equiv-
alent media, a constant hydraulic head gradient is imposed between the inland and the
seaside boundaries for each heterogeneous realization, with the horizontal boundaries de-
fined as no flow boundaries. The effective hydraulic conductivity K, is given by the ra-
tio between the total flow rate across the seaside boundary and the average hydraulic
head gradient. The effective hydraulic conductivity is nondimensionalized by the geo-
metric mean conductivity K,, which for all fields under consideration is K, = 5.1074
m/s. Note that for isotropic multi-Gaussian fields, K is equal to the effective conduc-
tivity [see, e.g. Renard and de Marsily, 1997; Sanchez-Vila et al., 2006]. As evidenced

in Figure 1 (b-c), K. corresponds well to the level of connectivity of each field. As found
by Zinn and Harvey [2003], connectivity results in an increase in K .. Furthermore, as
observed for multi-Gaussian heterogeneous media [Abarca, 2006; Kerrou and Renard, 2010],
we see in Figure 1 (b-c) that both L; and A,, decrease with increasing heterogeneity This
can be directly linked to a decrease in K .. For the connected fields K. increases with
increasing heterogeneity. In general we see that increase or decrease in K, directly cor-
responds to increase or decrease in toe length and mixing area for both the homogeneous
and heterogeneous fields.

The mixing and reaction behaviour and its impact on karst propagation are stud-
ied through the process of mixing-induced calcite dissolution. In the considered setting,
we use the two representative end-members of freshwater and seawater according to Rezaei
et al. [2005]. The seawater composition represents water collected from boreholes in a
coastal aquifer from Grand Cayman [Ng and Jones, 1995] while the freshwater compo-
sitions represents distilled water in equilibrium with calcite, see Table 1 in the support-
ing information for the details of the chemical system. When the respective equilibria
are perturbed due to mixing, the new chemical equilibrium of the mixture is established
instantaneously. This is a reasonable assumption for coastal aquifers where calcite dis-
solution is fast relative to the residence times of water [Sanford and Konikow, 1989; Rezaei
et al., 2005]. We consider the chemical system detailed in De Simoni et al. [2007] un-
der conditions that lead to undersaturation upon mixing and thus calcite dissolution. Note
that this study does not incorporate any feedback between chemical reactions and the
flow and transport properties. The equilibrium reaction rate can then be written in the
form

r(x) = Ax)x (%), 3)

where x(x) is the local mixing rate,
X(x) = Ve(x) - [D(x) + ¢ D] Ve(x). (4)

Reaction and mixing rates are non-dimensionalized in the following according to r’ =
rle/qr\/Keq, and x' = Xlg/agqf where ay is the geometric mean of the longitudinal
and transverse dispersivities, ¢y is the inland freshwater flux, K., is the solubility prod-
uct for calcite dissolution. In the following, we omit the primes for simplicity of nota-
tion. The mixing rate y measures the dynamics of conservative mixing between fresh and
saltwater. The chemistry is contained in the speciation intensity A as outlined in detail
in Section 2 of the Supporting Information. Note that the term equilibrium reaction rate
may appear contradictory. However, it describes the rate of reaction due to fast chem-
ical equilibration of two endmembers upon mixing. Therefore it is dominated by the mix-
ing rate x, whose magnitude depends on both concentration gradients and dispersion
coefficients. In our analysis we assess the average scalar dissipation rate () and reac-
tion rate (r) per unit mixing area. This facilitates the intercomparison of heterogeneous
fields with respect to the corresponding homogeneous scenarios.

3 Results and Discussion

We discuss here the impact of heterogeneity on mixing and dissolution patterns and
their subsequent implications on the propagation of karsts.



3.1 Influence of Heterogeneity on Mixing Rate

Figure 2 shows the strong impact that the presence of heterogeneity has on both
the mixing and reaction rate across the interface. At the top of the transition zone, high
velocities induced by the freshwater discharge translate to strong dispersive mixing [Rezaei
et al., 2005]. This is reflected in x for both the homogeneous and heterogeneous media.
It can be observed that heterogeneity-induced velocity variations lead to both greater
variability, and the steepening of concentration gradients resulting in enhanced mixing
along the mixing interface. As expected, since x depends on both the presence of con-
centration gradients and dispersion, the largest values are localized in high-K zones, where
velocities and thus dispersion are large. Note that while y is generally highest along the
50% mixing ratio contour, near the toe it extends into the fresher portion of the mix-
ing zone. This can be likely attributed to enhanced interface compression that accom-
panies stagnation points [see, e.g., Ranz, 1979; Hidalgo and Dentz, 2018], which for the
seawater intrusion problem, exists at the toe. This observation suggests that the localised
hotspot at the toe it not simply the result of the previously mentioned initial-mixing ef-
fect [Sanford and Konikow, 1989; Rezaei et al., 2005], but also due to strong flow defor-
mation.

As shown in Figure 2c, (x) decreases linearly with increasing effective hydraulic con-
ductivity for homogeneous media. There are two factors dominating (x). We first ob-
serve that the presence of hetereogeneity in general and the value of logK variance in par-
ticular result in an increase of (x) for all fields with respect to their homogeneous equiv-
alent. This is most notable for the connected scenarios, for which the mixing rate increases
up to a factor of 2. Additionally, we see that K. strongly controls the behaviour of (x)
for homogeneous and weakly heterogeneous fields. This may be understood as follows.
For high K., the interface penetrates further and is flatter than for low K.. Thus, at high
K., there is a lower velocity contrasts between the flowing freshwater body and the con-
vection cell at the seaside boundary. Reduction of velocity contrast leads to a reduction
of concentration contrast, which in turn reduces the mixing rate.

3.2 Influence of Heterogeneity on the Reaction rate

In accordance with the studies of Sanford and Konikow [1989] and Rezaei et al. [2005],
zones of enhanced calcite dissolution are shown to occur near the fresher spectrum of the
mixing zone see Figure 2a. This is once again due to the fact that the speciation inten-
sity, which is a non-linear function of the mixing ratio, concentrates at the freshwater
dominated part of the mixing zone. In fact, reaction hotspots may be due to a high lo-
cal speciation intensity in a moderate mixing background, or due to a high mixing rate
in a background of moderate speciation intensity. For the homogeneous scenarios, as ex-
pected, one observes two significant reaction hotspots at the top and bottom of the mix-
ing zone. The reaction hotspot at the top of the aquifer coincides with the mixing hotspot,
while the reaction hotspot at the toe is determined by high speciation intensity in the
presence of moderate mixing. Our simulations reveal that heterogeneity induces highly
irregular distributions of reaction rates that strongly deviate from the homogeneous case.

This is further evidenced in Figure 2b, which shows the vertically integrated het-
erogeneous reaction rate profiles compared to their respective effective homogeneous be-
haviour. In the presence of heterogeneity, distinct reaction hotspots emerge along the
interface whose density and intensity increase with increasing heterogeneity and also with
the connectivity. Thus, spatial heterogeneity broadens the spectrum of local reaction rates
towards high values compared to homogeneous media. In Figure 2d, we observe that,
for the exception of the high variance connected field, (r) is smaller for heterogeneous
fields compared to the respective homogeneous case. This can be understood by the in-
creased segregation of high-K zones, where reactions preferentially occur. In the case of
the high variance connected field, an increase in (r) compared to the homogeneous sce-
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Figure 2. Examples of maps for (67,5 = 3) corresponding to (from top to bottom) the av-
erage mixing and reaction rates and the vertically integrated reaction rate for the homogeneous,
multi-Gaussian (M G), connected (Cy) and disconnected fields (D). The scatter plot at the
bottom shows the average non-dimensional mixing rate ({x)) and non-dimensional reaction rates
({r)) for their corresponding non-dimensional effective hydraulic conductivities K .. Mixing ra-
tio contours displayed in the maps correspond to mixing ratios of 1%, 10%, 50% and 95%. The
dashed lines denote the dependence of the mixing and reaction rate on hydraulic conductivity for

an equivalent homogeneous medium

nario can be attributed to the strongly enhanced mixing rates observed in Figure 2c, which
permits reactions to occur over a larger portion of the mixing zone.

While the spatial variability of reactions are strongly impacted by the presence of
heterogeneity, we see that, similar to the behaviour of (x) for homogeneous and weakly
heterogeneous scenarios, K . exerts a strong control over (r), even for the higher log-K
variance disconnected and multi-Gaussian fields. It should be reiterated that while an
increase in K, lengthens the interface, which increases the area over which mass-transfer
can occur, the velocity and concentration contrasts at the mixing interface are higher
when the toe is closer to the seaside boundary, resulting in higher averaged reaction rates
per unit area.

3.3 Influence of Heterogeneity on Reactive Patterns

The type of imposed heterogeneity manifests in particular patterns of enhanced re-
activity in the presence of the non-uniform flow field. Multi-Gaussian fields for exam-
ple, are characterized by hotspots that radiate concentrically, while connected field hotspots
are predominantly isolated in high-K channels that are orientated vertically, parallel to
the local direction of flow. For the disconnected field, reaction patterns are qualitatively



similar to multi-Gaussian fields, but they also contain zones of enhanced reaction that
straddle low-K channels, perpendicular to the local direction of flow, asa can be seen in
Figure 3. It is interesting to note that despite the apparent connectivity of the imposed
heterogeneous structures, zones of enhanced reactivity tend to emerge as unconnected
features. This suggests that during early stages of diagenesis, the spatial location and
orientation of hydraulic features during seawater intrusion may strongly control the tran-
sient evolution of caves.

Multi-Gaussian
222 TN L

Figure 3. Zoomed in sections of the Reaction field overlaid with their corresponding hydraulic
conductivity field. Arrows represent flow directions whose length is proportional to the logarithm

of velocity.

Simulations of seawater intrusion in horizontally stratified hydraulic conductivity
provides further insight to calcite dissolution in the presence of large scale connectivity.
We observe that vertical changes in hydraulic conductivity causes strong veloctity and
concentration contrast across the mixing interface which manifests as narrow, elongated
zones of enhanced reactivity. In Figure 4, we see that by increasing the log-K variance,
strong concentration contrast along the low-K layers lead to enhanced reactions. In ad-
dition to the stratified multi-Gaussian fields, simulations for discrete low-high-low (1:10:1)
and high-low-high (10:1:10), further isolates these dynamics. We see that when a low-
conductive material sandwiches a high-conductive layer, strong dissolution occurs at the
base of the high-K zone, whereas strongest dissolution is observed at the top of the strat-
ified layer for the high-low-high K scenario. This illustrates that reaction is enhanced
when flow is directed from a low to high-K medium, which sheds light on the preferen-
tial development of karstic systems.

4 Concluding remarks

The topology of karst conduits have been strongly linked to their spatial location
and the governing flow characteristics [e.g., Palmer, 1992; Audra and Palmer, 2015; Gabrov
et al., 2014]. For example, anastomosic caves, defined by their braided patterns, typi-
cally occur across bedding planes in the epiphreatic zone, whereas angular mazes tend
to be associated with fractured media due to seepage from overlying insoluble rocks [Jou-
ves et al., 2017]. While near-surface features such as flank margin caves [Mylroie and Carew,
1990] can be observed in many coastal carbonate environments along the salt-freshwater
mixing zone, limited accessibility has prevented large-scale speleological surveys of karst
conduits in coastal aquifer. Consequently, no formal characteristics exist to describe dis-
solution patterns at depth across the mixing zone. It is therefore possible, that many hy-
draulically dominant karstic features may exist outside our current ability to observe.

Our study suggests that the initial stages of karst development, also known as the
laminar flow phase [Lowe, 1992], may be a crucial period which influences the subsequent
evolution of a karstic conduit. The importance of early-stage karst development was also
investigated by Groves and Howard [1994], who found that enlargement of conduits in
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Figure 4. Horizontally stratified hydraulic conductivity fields. From top to bottom are the
log-K, the mixing-ratio, and reaction rate fields. The two left-most columns show the results for
the multi-Gaussian stratified scenario for 67, = 1 and 3 while the two right-most columns show
the results for an aquifer whose hydraulic conductivity is discretely layered. The third column
shows the results for a K-ratio of 10:1:10 while the fourth column shows the result for a K-ratio
of 1:10:1.

coastal carbonate aquifers occurs very selectively during the laminar flow regime. Ge-
omorphological studies on phreatic karstic caves have shown that over 70% of conduits
develop along discrete bedding planes in limestones [Filipponi et al., 2009], known as ’in-
ception horizons’ [Lowe, 1992]. Such features are the result of physical, lithological and
chemical deviations from the central carbonate facies. Cave surveys have shown that in-
ception horizons may play a strong role during the most early stages of karst formation
[Filipponi et al., 2009]. In the simplest case of large scale horizontal stratification, our
study suggests that in coastal environments, due to the density-driven convection and
subsequent upward re-circulation of flow, even simple changes in hydraulic conductiv-
ity could be very sensitive to enhanced dissolution. Sanford and Konikow [1989] showed
that a migrating seawater wedge in a homogeneous media results in increased perme-
ability which would consequently shift the wedge further inland. One could therefore imag-
ine that large-scale sea level and tidal fluctuations could generate elongate karstic fea-
tures that extend many kilometres inland.

It should be noted that, while karstification is inherently a 3D process, our study
sheds light on the fundamental mechanisms relating medium structure, flow heterogene-
ity, and mixing and dissolution. Due to their fundamental nature, we expect them to be
qualitatively similar in 3D. This refers particularly to the finding that the initial struc-
ture of the aquifer and its impact over the mixing and reaction patterns plays a key role
for understanding the development of realistic karstic systems observed across modern
coastlines.
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A: Chemical system

We consider the two end-member chemical composition specified by Rezaei et al.
[2005]. In order to attain the local reactions rates across the salt freshwater interface we
employ a mixing-ratio based method for reactive transport. Since this method decou-
ples the solute transport and chemical speciation components of the problem, the mix-
ing ratios must first be found by solving the conservative transport problem. The con-
centrations of the reacting species can then be found using a general speciation code. In
this work, PHREEQC was employed. In order to calculate the concentrations of our re-
acting species, PHREEQC is provided with the chemical compositions of the fresh and
saline groundwater. For this we use the end-member compositions given in the table pro-
vided below (see Table A.1). PHREEQC performs the speciation calculations for a given
set of mixing ratios ranging between 0 an 1. From here we can now plot the second deriva-
tive of our secondary species (Ca?") with respect to the mixing ratio (62Ca** /%) against
our range of mixing ratios which will be used to solve the local reaction rates across the
mixing zone (see Figure A.1).

Table A.1. Chemical composition of end-members used in speciation calculations. All concen-

tration units are in mmol - kg ™!

Solution pH Ca Mg Na K Cl log Pco, 1
Seawater 721 9.64 2243 496.53 9.28 564.13 -2.01 6.25
Freshwater 7.30 1.65 0.00 0.00 0.00 0.00 -2.00 0.005
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Figure A.1. Dependence of the absolute of 6°Ca’"/6%a on «



B: Numerical flow and transport model
B.1 Field generation

We generate multi-Gaussian (MG) random fields with a geometric mean of 5-1074
m/s and log-conductivity variances of o2, =1 and 3 using a discrete fourier transform
technique (e.g. Cirpka and Kitandis, 2002). The Multi-Gaussian fields are characterized
by an Gaussian covariance function with isotropic correlation length of 10 m. From the
respective MG fields, fields of connected high and low values are obtained following the
method of Zinn and Harvey [2003].

B.2 Variable density flow and transport

Fluid-density-dependent saturated flow and transport simulations were performed
with COMSOL Multiphysics®. The governing equations for variable density flow and
transport are described by the Darcy law and the steady state advection-dispersion equa-
tion, see Equations 1 and 2 in the main paper. Note that while it is common to use a
transverse to longitudinal dispersivity ratio of 0.1, we choose a ratio of 0.5 which has also
been observed in seawater intrusion experiments (e.g. ??). The model set-up is similar
to that of Sanford and Konikow [1989] and Rezaei et al. [2005] with a model extent of
L,=1500m and a constant thickness of L, =100m. The shoreline was established at x
= 1250 m. The model was discretized into 2x2 m? regular cells. The discretization sat-
isfies the mesh peclet number criterion [?] such that

(B.1)

where AL is the grid size. This criterion ensures oscillations in the concentration
distribution are minimized. The mixing ratio is defined by the normalized salt mass frac-
tion ¢ = w/w, with w the salt mass fraction of the fluid and wy the seawater salt mass
fraction. The boundary conditions adopted consist of a prescribed constant freshwater
flow rate of ¢y at the inland boundaries and prescribed hydrostatic pressure along the
offshore boundaries as shown in Figure B.1. The mixing ratio at the vertical inland bound-
ary is given by the Dirichlet condition ¢(x) = 0 at z = 0, and at the vertical offshore
boundary by the Neumann boundary condition % = 0at x = L,. The latter im-
plies that water with ¢ = 1 enters the aquifer at the locations at which ¢, < 0 and
water with the formation mixing ratio c exits where ¢, > 0. The bottom boundary is
a no-flow boundary for both salt mass fraction and water. The numerical values of the
modeling parameters are provided in Table B.1. A schematic of the modeling domain
and the applied boundary conditions is shown in Figure B.1. Models were run until the
steady state for both heads and concentrations was reached. An adaptive timestepping
scheme is used which automatically adjusts the time step in order to maintain the de-
sired relative tolerance. We consider for each heterogeneity setup 10 equally probable
realizations.

C: Observables

The observables are obtained by ensemble averaging over the realizations for each
heterogeneity type. While we consider only a limited number of realizations due to com-
putational constraints, the variability between realizations is low such that the average
can be considered representative for the heterogeneity impact on the mixing and reac-
tion behavior.
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problem.

Table B.1. Summary of key parameters values used in the numerical simulations

Parameter Description Value Unit
Kg Geometric mean conductivity 5e-4 ms!
qr Inland freshwater flux 250 myr—!

10) Porosity 0.3 -
ar, Longitudinal dispersion 6 m
ar Transverse dispersion 3 m
R Recharge 0.5 my~ 1
Pf Freshwater density 1.00e3 kgm =3
Ps Seawater density 1.025e3 kgm =3

Ps

Fluid viscosity

1.00e-3  kgm3s7!




C.1 Effective hydraulic conductivity

In order to approximate the effective hydraulic conductivity for each heterogeneous
realization (multi-Gaussian, connected and disconnected fields), a hydraulic head differ-
ence of Ah =5 m was imposed across the length of the domain using two constant head
boundaries with the upper and bottom boundaries defined as no flow. The mean flux
was then calculated across the left boundary in order to determine the effective hydraulic
conductivity as

Kepp = AhL /qux s 2 (C.1)

The average effective conductivity is obtained by averaging over the realizations as

Kepp = ZKéff (C.2)

Figure C.1 shows the average effective conductivity for the different conductivity fields
along with the error bars. The average seems to stabilize after only 10 realizations.
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Figure C.1. Box plot (left) showing the average effective conductivity (K.rs) for o7, = 1,3.

Kegy is shown for each additional realisation (right).

C.2 Toe position

The toe position L, is defined by the distance of the intersect of the ¢ = 0.5 iso-
line with the bottom boundary and the seaward domain boundary,

Ly = F71(0.5), F(z) = c(z,0) (C.3)

The average toe position is obtain by ensemble averaging as

1 X
=¥ g (C.4)

Figure C.3 shows the average toe position for the different hydraulic conductivity fields.
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Figure C.2. Schematic showing variables of interest for saltwater mixing wedge. The dia-
gram shows mixing ratio contour lines 0.01, 0.1, 0.5 and 0.95. The bounded shadowed area is
A, which is between mixing ratio lines 0.01 to 0.95. The arrow at the bottom of the schematic

illustrates the measured length toe position (L¢).
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Figure C.3. Box plot (left) showing the average toe position (L;) for o7, = 1,3. L; is shown

for each additional realisation (right).

C.3 Mixing area

The Mixing Area (A,,) is defined by the area bounded between the ¢, = 0.01
and ¢pqe = 0.95 isolines of the mixing ratio,

A, = /H [c(z, 2) — Cmin] H[Cmaz — c(z, z)}dxdz (C.5)

where H is the heaviside step function. The range was chosen in order to capture where
the majority of mixing and reactions would occur. Rather than bound the mixing area

by the more traditional 0.1-0.9 mixing ratio isolines we extend the dilute end to 0.01,
since the fresher spectrum of mixing is important for calcite dissolution. The average mix-
ing area is defined by

_ 1 i
An = ZAm (C.6)

Figure C.4 shows the average mixing area. We show that the average mixing area also
stabilizes over the chosen number of realizations simulated.
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Figure C.4. Box plot (left) showing the average mixing area (A,) for o7, x = 1,3. A, is

shown for each additional realisation (right).

C.4 Mixing and reaction rate statistics

The statistics of the mixing and reaction rates are sampled within the mixing zone
Q,, delimited by the ¢, = 0.01 and ¢4, = 0.95 isolines of the mixing ratio

Qi = {X|emin < ¢(X) < Cmaz }- (C.7)

Thus, the probability density function (PDF) of the mixing rate x(x) is obtained by sam-
pling the local values in each realization and constructing a normalized histogram as

N .
_1 1 I[x <x'(x) < x + Ax]
py(x) = 7 ; i / dxdz Ax (C.8)

m

where the indicator function I(-) is 1 is the argument is true and 0 else and Ay is the
bin size used to sample mixing rate data. The PDF of the reaction rates is defined in
analogy as

N .
1 1 Ir < r'(x) <7+ Ar]
pr(r) = N Z:E 1 i / dzxdz Ar . (C.9)

m

Figure C.5 shows the PDF's of the mixing and reaction rates for the different hydraulic
conductivity fields. The average mixing and reaction rates Y and 7 are given by

0o = / dxxpx(x) =% Tl / drdzx’ (x) (C.10)
=1
1. 1 :
(ry= [ drrp,(r) = — dadzr'(x) (C.11)
/ PN ; A Q{

C.5 Horizontal Stratification

In order to provide an example for a reaction and mixing pattern that would re-
sult from horizontal stratification, we simulate seawater intrusion with a multi-Gaussian
field described with an infinite longitudinal correlation length and a transverse correla-
tion length of 10 m. This was performed for log-conductivity variances of o ,=1 and
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Figure C.5. PDF of the effective local mixing and reaction rates for the homogeneous

field, the multi-Gaussian field (M Geyy), the connected field (Cy css) and the disconnected field

(Dy,ery) for variances a-b) o7, x = 1 and c-d) 07,5 = 3.

3 with a K of 5e-4 m/s. Note that we still idealise all layers as the same carbonate se-
quence, only with different hydraulic conductivities.

Two additional scenarios were simulated in order to isolate the behaviour of reac-
tion and mixing for a stratified case where a single layer is sandwiched by two aquifers
of the same hydraulic conductivity. In the first case, we have a low-high-low (K; : K» :
K1) scenario, where K7 has a hydraulic conductivity of 5e-4 m/s and Ks has an a hy-
draulic conductivity of 5e-3 m/s. In the high-low-high (K> : K; : Kj3) scenario, K;
has a hydraulic conductivity of 1le-3 m/s and K has a hydraulic conductivity of le-4 m/s.
The width of the middle layer in both cases is 20 m.

C.6 Flow deformation

The deformation of the field largely controls the presence of enhanced mixing and
reactions. The deformation rate tensor is defined by

g (x) Ovg(x)
E(X) = Bvaza(cx) Bvéfx) (012)
ox 0z
The strain tensor is given by ©(x)
1
O(x) =5 [O(x) +O(x)], (C.13)

where the superscript T denotes the transpose. The strain rate o(x) is defined as the
determinant of the strain tensor,

o(x) = €}, + (e12 + exn). (C.14)

It is a measure for the local stretching of a fluid element.
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