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Abstract 27 

In most emissions scenarios consistent with the temperature targets of the Paris Agreement, 28 

carbon dioxide removal (CDR) would be required to achieve net negative emissions. The 29 

efficiency of CDR depends on the behavior of the natural carbon reservoirs, land and ocean, 30 

that regulate atmospheric CO2 concentrations, but their change in response to negative 31 

emissions is highly uncertain. Here, we investigate the response of the terrestrial and 32 

oceanic carbon cycle to negative emissions based on an idealized emission-driven 33 

simulation using a state-of-the-art Earth system model. The terrestrial and oceanic carbon 34 

sinks become carbon sources ~30 years after the onset of negative emissions. Thereafter, 35 

although the atmospheric CO2 concentration returns to its initial level, the terrestrial 36 

ecosystem and the ocean continue to release carbon. The ocean recovers as a carbon sink 37 

within a few decades, while the terrestrial ecosystem remains a carbon source until the end 38 

of the simulation. The prolonged carbon emissions from the land are due to the delayed 39 

response of respiration to the earlier increase in terrestrial carbon uptake. As a result, the 40 

total carbon stock on land gradually decreases but still remains higher than its initial state. 41 

The ocean carbon inventory shows an irreversible change within a few centuries due to the 42 

accumulation of anthropogenic CO2 in the deep ocean, which would take more than 43 

centuries to be removed naturally.  44 
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Plain Language Summary 45 

Over the past few centuries, large amounts of anthropogenic CO2 have been emitted into 46 

the atmosphere. The CO2 concentration has now exceeded 400 ppm, which is the result of 47 

a balance between anthropogenic emissions and uptake by land and oceans. This increase 48 

in CO2 concentration has led to various climate crises and, as a result, we need to remove 49 

CO2 from the atmosphere and return it to the present climate levels using technologies such 50 

as carbon capture and storage (CCS). We have studied the response of the global carbon 51 

cycle to negative emissions using the state-of-the-art Earth System Model. Land and oceans, 52 

which normally absorb the anthropogenic CO2 emitted, switch to an outgassing role after 53 

a few decades of negative emissions. Once the CO2 concentration recovers to current 54 

climate levels, land and oceans respond differently due to their distinct processes involved 55 

in the carbon cycle. Land will continue to release CO2 to the atmosphere because CO2 56 

emissions by soil respiration and fire exceed the net primary production over a prolonged 57 

period. On the other hand, the role of the oceans shifts from CO2 outgassing to CO2 uptake 58 

within a few decades, contributing to the stabilization of atmospheric CO2 at 430 ppm, 59 

about 50 ppm above the initial level. The ocean's carbon inventory is undergoing 60 

irreversible changes because the absorbed anthropogenic CO2 is being transported to the 61 

deep ocean, which would take millennia to return to the surface. Therefore, the ocean needs 62 

more than several centuries to remove the anthropogenic carbon footprint in the interior of 63 

the ocean.  64 
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1. Introduction 65 

Anthropogenic carbon dioxide (CO2) emissions have been causing global warming 66 

since the pre-industrial era, which will persist and lead to further changes in the climate 67 

system, with adverse impacts on environment and lives (Carleton & Hsiang, 2016; Collins, 68 

2013; IPCC, 2018; Matthews et al., 2009). To reduce climate change-induced risks, most 69 

countries adopted the Paris Agreement, whose the central objective is to pursue efforts to 70 

limit global warming to well below 2 °C, and preferably to 1.5 °C, compared to pre-71 

industrial levels (UNFCCC, 2015). In most analyzed pathways consistent with these 72 

climate targets, anthropogenic CO2 emissions should reach net zero and then net negative, 73 

and in this process, the use of carbon dioxide removal (CDR) should be necessary (Gasser 74 

et al., 2018; Rogelj et al., 2018). However, the effectiveness of CDR is uncertain due to a 75 

poor understanding of the future behavior of the global carbon cycle under net negative 76 

emissions (IPCC, 2018; Keller et al., 2018; Matthews et al., 2021; Schwinger et al., 2022a). 77 

Land and ocean, major natural carbon (C) reservoirs that exchange CO2 with the 78 

atmosphere, currently absorb almost half of the anthropogenic CO2 emissions and are key 79 

factors in regulating atmospheric CO2 concentrations (Friedlingstein et al., 2022). However, 80 

the rate of CO2 uptake by land and ocean is sensitive to the changes in climate and 81 

atmospheric CO2 concentrations (Arora et al., 2020; Heimann & Reichstein, 2008), and 82 

this rate may change or even may become a C source under negative emissions (Koven et 83 

al., 2023; Schwinger et al., 2022a). That is, the efficiency of CDR deployment depends on 84 

the behavior of natural C reservoirs under mitigation pathways—whether land and ocean 85 

will absorb or emit CO2, and how much. 86 
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To date, we have indirectly assessed the CO2 fluxes from land and ocean under 87 

negative emissions mainly using idealized CO2 ramp-up and ramp-down experiments, such 88 

as climate and carbon cycle reversibility experiment (CDR-reversibility) and SSP5-3.4-89 

overshoot scenario (Boucher et al., 2012; Chimuka et al., 2022; Keller et al., 2018; Koven 90 

et al., 2022; Melnikova et al., 2021; O’Neill et al., 2016; Park & Kug, 2022; Zickfeld et al., 91 

2016; Ziehn et al., 2020). These studies have consistently shown that natural C sinks are 92 

enhanced during the CO2 ramp-up period. However, during the CO2 ramp-down period, 93 

they turn into C sources with a time lag of decades, demonstrating the existence of 94 

hysteresis in the global carbon cycle with respect to CO2 concentrations. 95 

However, because previous studies are mostly based on the concentration-driven 96 

simulations, it is still unclear how the hysteresis of global carbon cycles is directly linked 97 

with negative emissions. While CO2 emissions can be inferred in these idealized 98 

concentration-driven experiments, the abrupt and large emissions reduction is required for 99 

the instantaneous change from positive to negative emissions, which creates a highly 100 

discontinuous and unrealistic emissions pathway (Boucher et al., 2012; Koven et al., 2023; 101 

Schwinger et al., 2022a). Furthermore, concentration-driven simulations cannot fully 102 

reflect the interactions between the climate system and the carbon cycle since atmospheric 103 

CO2 concentrations do not respond to terrestrial and oceanic CO2 fluxes (Hajima et al., 104 

2014; IPCC, 2019; Jones et al., 2013). Therefore, an emission-driven simulation with more 105 

plausible assumptions using a state-of-the-art Earth system model is needed. 106 

We thus designed an idealized CO2 emissions pathway towards net negative 107 

emissions, assuming the gradual reduction of emissions through the continuous 108 

development of CDR technology, to avoid the unrealistic emissions pathway with sharp 109 
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discontinuity. Starting from the year 2000, anthropogenic emissions are increased linearly 110 

for 50 years based on the SSP5-8.5 scenario and then gradually reduced at the same rate 111 

for 147 years until the atmospheric CO2 concentration returns to its initial value, allowing 112 

net zero and subsequent negative emissions. Thereafter, emissions are kept at net-zero until 113 

the year 2400 (Figure 1a, see Methods for details). This emission-driven experiment was 114 

conducted using the Community Earth System Model, version 2 (CESM2) (Danabasoglu 115 

et al., 2020). 116 

The main goal of this study is to improve our understanding of the global carbon 117 

cycle’s response to negative emissions. Specifically, we address the following questions: 118 

(1) How does the global carbon cycle respond under this emission pathway and regulate 119 

atmospheric CO2 concentrations? (2) What are the major processes or driving mechanisms 120 

responsible for the changes in terrestrial and oceanic CO2 fluxes? (3) How does the global 121 

carbon cycle interact with the climate system? 122 

 123 

2. Methods 124 

2.1. Model Configuration 125 

 CESM2 was used to perform an idealized CO2 emission-driven simulation. This 126 

model consists of physical components, such as atmosphere, ocean, land, and cryosphere, 127 

which are fully coupled to the land and ocean carbon cycles (Danabasoglu et al., 2020). 128 

The atmosphere model is the Community Atmosphere Model version 6 (CAM6), which 129 

has a horizontal resolution with 1.25° in longitude and 0.9° in latitude, and 32 vertical 130 

layers. The ocean and sea ice models are the Parallel Ocean Program version 2 (POP2) 131 

(Danabasoglu et al., 2020; Smith et al., 2010) and the Community Ice CodE version 5 132 
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(CICE5) (Bailey et al., 2020). The ocean model has a uniform horizontal resolution of 133 

1.125° in the zonal direction, and varying resolution in the meridional direction, with the 134 

finest resolution at the Equator (0.27°). It contains 60 vertical layers, with 20 layers 135 

concentrated in the upper ocean (up to ~200m). 136 

 The Community Land Model Version 5 (CLM5) (Lawrence et al., 2019), which 137 

represents the carbon and hydrological cycles in the land in CESM2, has achieved 138 

significant advances through implementation of new and updated processes and 139 

parameterizations. Key improvements include a better representation of cumulative CO2 140 

uptake and the seasonal cycle of net ecosystem production (Bonan et al., 2019; Collier et 141 

al., 2018; Lawrence et al., 2019). The CLM5 also implements a prognostic fire model and 142 

an explicit representation of agricultural management (Li et al., 2013; Li & Lawrence, 2017; 143 

Lombardozzi et al., 2020). We note that CLM5 does not include dynamic vegetation 144 

biogeography, and vegetation distributions are prescribed and held at the present-day 145 

condition (year 2000) (Oleson et al. 2013). The ocean carbon cycles in CESM2 are 146 

represented by the Marine Biogeochemistry Library (MARBL) (Long et al., 2021). This 147 

module includes fully prognostic carbonate chemistry, nutrient cycles, phytoplankton 148 

functional groups, and zooplankton. The biogeochemical variables interact with other 149 

spheres: atmospheric deposition of iron and riverine fluxes including nutrients, carbon, and 150 

alkalinity. 151 

 152 

2.2. Experimental Design 153 

 We designed and performed an idealized negative emissions simulation to avoid 154 

discontinuity and increase feasibility in CO2 emission pathway (Figure 1a). Specifically, 155 
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anthropogenic CO2 emissions are increased linearly from 2000 to 2050, based on the SSP5-156 

8.5 scenario (1.09 GtCO2 increase per year), and then gradually reduced at the same rate 157 

until the global mean surface atmospheric CO2 concentration recovers to its initial value 158 

(~383 ppm; year 2197); the reversal of net CO2 emissions (from positive to negative) 159 

occurs in year 2124. Following the recovery of atmospheric CO2 concentrations, net 160 

negative emissions cease and CO2 emissions are maintained at zero from year 2197 to the 161 

end of the simulation (year 2400).  162 

 This simulation is an emission-driven run: Atmospheric CO2 concentrations are 163 

determined not only by prescribed anthropogenic CO2 emissions but also by terrestrial and 164 

oceanic CO2 fluxes. All non-CO2 conditions, such as land use and non-CO2 greenhouse 165 

gas forcings, are kept at the present-day (2000) levels. To reduce the uncertainty, three 166 

ensemble members with slightly different initial conditions are considered. 167 

 168 

3. Results 169 

3.1. Global carbon cycle and climate system response to negative emissions 170 

 Land and ocean CO2 fluxes show a similar temporal evolution for a given idealized 171 

emissions pathway, with similar magnitudes of the change (Figure 1a). As anthropogenic 172 

CO2 emissions increase, the uptake of carbon by the land and oceans increases, reaching a 173 

maximum shortly after the peak of anthropogenic emissions. Subsequently, as 174 

anthropogenic emissions decrease, the amount of C sink gradually decreases, and land and 175 

ocean eventually become carbon sources with a lag of ~30 years after the onset of negative 176 

emissions. They reach the maximum carbon loss just before the onset of zero emissions 177 

("restoring period") and then tend to recover to near zero CO2 exchange rates with the 178 
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atmosphere, but with different recovery times: the oceanic CO2 outgassing declines rapidly 179 

from its maximum (13. 5 GtCO2 in 2196) to less than 1 GtCO2 within 16 years, while 180 

terrestrial CO2 fluxes show a slow recovery with greater interannual variability. It takes 181 

~60 years for the terrestrial carbon loss to decrease from the maximum (16.9 GtCO2 in 182 

2194) to less than 1 GtCO2. As a result, the cumulative carbon loss from land (786 GtCO2) 183 

during the negative emissions and the restoring periods is much greater than that from the 184 

ocean (308 GtCO2). This evolution of terrestrial and oceanic CO2 fluxes is quite similar to 185 

that shown in the SSP5-3.4 overshoot scenarios and the CDR reversibility experiment 186 

(Koven et al., 2022, 2023; Melnikova et al., 2021; Park & Kug, 2022). 187 

 The change in atmospheric CO2 concentrations is determined by the sum of 188 

prescribed anthropogenic emissions and terrestrial and oceanic CO2 fluxes. The 189 

atmospheric CO2 level peaks in the year 2107, when anthropogenic emissions are balanced 190 

with the combined C uptake by the ocean and land, and then begins to decline with 191 

decreasing CO2 emissions, reaching a minimum in the year 2196. Thereafter, despite the 192 

cessation of the negative emissions (onset of net-zero emissions), atmospheric CO2 193 

concentrations rise again (~48 ppm) from year 2196 to 2270 due to continued C release 194 

from land and oceans and then gradually reach equilibrium. After about 1500 PgC of 195 

cumulative anthropogenic emissions from 2000 to 2123, about 800 PgC of artificial CO2 196 

removal would be required to restore the initial atmospheric CO2 concentrations of the year 197 

2000. However, the initial recovery of CO2 concentrations is only temporary due to the 198 

ongoing C loss from land and ocean, so additional CO2 removal will be required to fully 199 

restore CO2 concentrations to the present climate levels. 200 
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 Global mean near-surface air temperature (SAT) and precipitation (PRCP) change 201 

with CO2 concentrations, but lag behind the radiative forcing due to the thermal inertia of 202 

the ocean after the CO2 peak (Figure 1b) (Boucher et al., 2012; Cao et al., 2011; Hare & 203 

Meinshausen, 2006; Wigley, 2005; Wu et al., 2010): As CO2 concentrations increase, both 204 

SAT and PRCP increase but show a delayed peak, after which they decrease slowly relative 205 

to their increase. This delay is particularly pronounced for precipitation, and further 206 

research is needed to investigate the underlying causes. During the restoring period, SAT 207 

and PRCP increase again due to the rebound in CO2 concentrations, but these changes are 208 

much greater than those that occurred previously at the same level of CO2 increase. These 209 

amplified responses can be partly attributed to the recovery of the Atlantic Meridional 210 

Overturning Circulation (AMOC): With global warming, the AMOC gradually weakens 211 

and the high latitude North Atlantic surface cools down, partially offsetting the global SAT 212 

increase. As the AMOC strengthens during the CO2 reduction period, the AMOC transports 213 

more heat from the equator to the high latitudes, significantly increasing the global 214 

temperatures, especially in the Northern Hemisphere. This is consistent with the previous 215 

results shown in SSP5-3.4-overshoot scenarios and CDR-reversibility experiments (An et 216 

al., 2021; Koven et al., 2022; Kug et al., 2022; Schwinger et al., 2022a, b). This result 217 

implies that the level of global warming cannot return to its original state for at least 218 

hundreds of years, even if atmospheric CO2 concentrations recover. 219 

In summary, land and ocean, natural C sinks, contribute to the reduction of 220 

atmospheric CO2 concentrations until decades after the onset of the net-negative emissions. 221 

However, they subsequently switch to C source, thereby reducing the effectiveness of CDR, 222 

which is in line with previous studies (Boucher et al., 2012; Chimuka et al., 2022; Park & 223 
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Kug, 2022; Zickfeld et al., 2016a). Although net-zero emissions are prescribed after the 224 

initial recovery of CO2 concentrations, atmospheric CO2 levels rise again due to continued 225 

C emissions from land and ocean. In addition, the recovery of the AMOC leads to global 226 

warming, which may affect the terrestrial and oceanic carbon cycle together with the 227 

rebound of atmospheric CO2 during the restoring period. In the following sections, we 228 

examine the responses of the terrestrial and oceanic carbon cycles in more detail in order 229 

to better understand the changing role of C reservoirs under negative emissions. 230 

 231 

3.2. Delayed terrestrial ecosystem carbon release in response to the negative emissions 232 

 The temporal evolution of land SAT and PRCP is somewhat different from the 233 

global mean response (Figures 2a and 1b). The change in land temperature is almost 234 

reversible during the changing CO2 period, and strong re-warming occurs during the 235 

restoring period. There is no lagged response in land precipitation, which rather decreases 236 

faster than the rate of its increase. Subsequently, an overshoot of PRCP occurs at the end 237 

of changing CO2, after which the PRCP increases again, above the level at the peak of CO2 238 

concentrations. Changes in the climate system as well as in CO2 concentrations affect the 239 

terrestrial ecosystem processes, thereby regulating terrestrial C fluxes. Changes in net C 240 

uptake by vegetation, i.e., net primary production (NPP), are mainly driven by the CO2 241 

fertilization effect -an increased rate of photosynthesis with increasing CO2 concentrations- 242 

and show a reversible response to CO2 concentrations (Figure 2b) (Ainsworth & Long, 243 

2005; Chimuka et al., 2022; Drake et al., 1997; Park & Kug, 2022). During the restoring 244 

period, NPP increases due to the rebound of CO2, but this change is about 3 PgC/yr greater 245 
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than the previous response for the same CO2 concentration change, due to the warmer and 246 

wetter climate conditions. 247 

This photosynthetic C gain is allocated to vegetation C pools (e.g. leaf, stem, and 248 

root), and part of the biomass of each plant part enters the litter pool at different turnover 249 

rates: e.g., fastest in leaves (Oleson et al., 2013). Fresh litter is gradually decomposed into 250 

more recalcitrant forms (soil organic matter). Decomposition proceeds in multiple stages, 251 

with rapid initial loss of labile compounds followed by slower loss of recalcitrant materials 252 

(Bonan, 2019). To represent these different rates of decomposition of litter and soil C, 253 

which depend on the chemical properties, and the different litterfall rates for each plant 254 

part, multiple C pools system is introduced in the model. Each C pool (vegetation, litter, 255 

and soil) exhibits the intrinsic lagged response to increasing C inputs (Figure 2c). In 256 

addition, as C flows from plant to litter and then to soil, the peak of litter C lags behind 257 

vegetation C, and the soil C pool lags even further. The soil C pool exhibits a significantly 258 

delayed response and the slowest decline compared to the other C pools due to its slowest 259 

decay rate. 260 

The parts of C absorbed by the terrestrial ecosystem are released to the atmosphere 261 

by microbial respiration or by wildfires. Fire C emissions show little change throughout 262 

the simulation period, possibly due to underestimated sensitivity in the present model, 263 

while heterotrophic respiration (HR) changes in amplitude similar to NPP but shows a 264 

delayed response to CO2 concentrations (Figure 2b). HR increases with increasing NPP, 265 

peaks at the onset of negative emissions, and then begins to decrease slowly relative to its 266 

increase. During the restoring period, HR approaches equilibrium and remains higher than 267 

that in the positive emission phase at the same CO2 concentrations. 268 
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 This delayed response of HR can be caused by either or both lag in the climate 269 

system and the dead C pool (composed of litter and soil C), because the HR is primarily 270 

regulated by the climate system and the size of the litter-soil C pool. Microbial 271 

decomposition is enhanced by warmer and wetter conditions (Bond-Lamberty & Thomson, 272 

2010; Orchard & Cook, 1983; Schlesinger & Andrews, 2000) and increased C input to the 273 

dead C pool, referred to as a priming effect (Bastida et al., 2019; Koven et al., 2015). To 274 

elucidate the mechanism of the delayed change in HR, we reconstructed the temporal 275 

evolution of HR from a multiple linear regression based on climate factors (SAT and PRCP) 276 

and factors associated with the terrestrial C cycle (NPP, litter, and soil C) (Figure S1). In 277 

the model, as both litter and soil C are represented by partitioning into multiple pools with 278 

different decay rates and the fastest litter pool exists, HR increases as fast as the rate of 279 

increase in NPP, while the dead C pool responds more slowly (Koven et al., 2015; 280 

Thompson et al., 1996). Therefore, NPP, litter C, and soil C are considered separately as 281 

key factors for the priming mechanism, taking their different decay rates into account. 282 

It is shown that the warmer and wetter climate condition caused by increasing 283 

radiative forcing has only a small contribution to the HR change and this effect is reversible 284 

for CO2 concentrations (Figure S1a). The main driver of HR change and its lag is the 285 

priming effect due to CO2 fertilization: the delayed response of HR during negative and 286 

zero emissions is mainly due to the delayed increase of the litter-soil C pool and its slow 287 

decay rate (Figure S1b). This effect gradually diminishes over time. However, during the 288 

restoring period, HR increases slightly and remains high due to increased NPP and warmer 289 

and wetter conditions. In summary, the delayed response of HR to changes in atmospheric 290 

CO2 is a remnant of the previous CO2 increase, which is left by an inherent lag in terrestrial 291 
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ecosystem processes, resulting in continuous terrestrial C loss for at least centuries after 292 

the CO2 peak. 293 

Consequently, the net atmosphere-land C flux, net biome production (NBP; 294 

determined by the imbalance between NPP, HR, and fire C loss), is positive until decades 295 

after the onset of negative emissions, demonstrating the well-known role of land as a C 296 

sink (Friedlingstein et al., 2022). However, it becomes negative from the year 2153, when 297 

the sum of HR and fire C loss exceeds NPP, which remains until the end of the simulation. 298 

In conclusion, the terrestrial C loss lagging behind the onset of negative emissions is caused 299 

by the intrinsic lag of terrestrial ecosystem processes to the previous increase in CO2 300 

concentrations. This persists until the end of the simulation, resulting in a rebound of CO2 301 

concentrations during the restoring period. 302 

 303 

3.3. Latitudinal differences in response of terrestrial carbon cycle to negative emissions 304 

 The response of the climate system and the terrestrial carbon cycle to negative 305 

emissions varies by latitude (Figures 3a and 3b). Land SAT lags behind the radiative 306 

forcing at all latitudes, consistent with the global mean (Figure 1b), except in the mid-high 307 

Northern Hemisphere (NH). In this region, the increase in SAT is maximum at the CO2 308 

peak without delay, followed by a gradual cooling due to the decrease in the CO2 309 

concentrations and the weakening of the AMOC. As a result, the SAT anomaly reaches its 310 

minimum at the lowest CO2 level, followed by a significant warming comparable to its 311 

peak with the recovery of the AMOC during the restoring period. The change in the land 312 

PRCP in the northern mid-high latitudes follows that of the SAT. However, precipitation 313 

in the equatorial region increases and NH off-equatorial precipitation decreases, throughout 314 
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the period of simulation. This might be associated with a narrowing of the intertropical 315 

convergence zone and its southward shift (Kug et al., 2022). 316 

In addition to the longer residence time of litter-soil C at high latitudes due to 317 

slower decay rates in cold environments (Bird et al., 1996; Bloom et al., 2016; Wang et al., 318 

2018), these latitudinal differences in climate change cause a latitudinal dependence of the 319 

terrestrial C cycle response to negative emissions. The change in terrestrial C fluxes is 320 

concentrated in the tropics (10° S to 5° N) and mid-high latitudes (50° to 65° N), where 321 

forest density is highest. The temporal evolution of NBP is similar at all latitudes, but the 322 

transition from C sink to source is slower at higher latitudes (Figure 3b). In addition, 323 

terrestrial C loss is weaker than C uptake at high latitudes, in contrast to the tropics where 324 

the amplitudes of C uptake and loss are similar. That is, the total terrestrial C stock shows 325 

a delayed response to CO2, which is greater at high latitudes (Boucher et al., 2012; Park & 326 

Kug, 2022; Ziehn et al., 2020). 327 

 To understand the regional differences in the lag times of the terrestrial C cycle, 328 

we examined the temporal evolution of NPP and HR in the tropics and mid-high latitudes 329 

(Figures 3c and 3d). In both regions, the NPP is reversible for the CO2 concentrations prior 330 

to the restoring period, while the HR lags behind the increase in NPP and decreases slowly. 331 

Particularly at mid-high latitudes, HR remains high with little decrease and rather slightly 332 

increases during the restoring period. This is due to the largest lag in the soil C pool at high 333 

latitudes, with the slowest decay rates (Figure S2), and also due to the warmer and wetter 334 

conditions associated with the re-strengthening of AMOC. In addition, this climatic 335 

condition, together with the rebound of CO2, significantly increases the NPP in this region, 336 

where cold environments limit vegetation growth (Xu et al., 2013; Zhu et al., 2016). During 337 
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the restoring period, although the increased NPP partially contributes to the increase in HR, 338 

the increased NPP exceeds the increase in HR. As a result, NBP returns to slightly positive 339 

in high latitudes from the midpoint of the restoring period, which contributes to the 340 

maintenance of the terrestrial C stocks. On the other hand, in the tropics, NPP increases 341 

slightly but HR still remains high due to the delayed litter-soil C response. Consequently, 342 

the tropical land emits C during most of the restoring period, gradually reducing the total 343 

terrestrial C stock. 344 

 345 

3.4. Ocean carbon release in response to the negative emissions 346 

 The ocean carbonate systems possess the ability to mitigate the escalating 347 

anthropogenic CO2 emissions (Devries, 2022; Gruber et al., 2023), resulting in an increased 348 

ocean carbon inventory via air-sea CO2 flux. The global ocean uptake of CO2 has a strong 349 

linear dependence on the CO2 growth rate (Melnikova et al., 2021), leading to a surge in 350 

the uptake of CO2 that peaks three years after CO2 emissions peak (~4 PgC/yr, year 2053) 351 

(Figure 4a). Following the peak, the oceanic uptake subsequently declines as the growth 352 

rate of atmospheric CO2 reduces. Under the negative CO2 emissions, the oceanic uptake 353 

continues to decrease until 2154, after which the ocean begins to release CO2 to the 354 

atmosphere, changing its status from a carbon sink to a carbon source. In 2196, atmospheric 355 

CO2 concentration becomes identical to the present-day levels (year 2000). Nevertheless, 356 

oceanic surface DIC and pCO2 levels are higher than those of 2000, leading to the 357 

outgassing CO2 at a rate of about 4 PgC/yr, which is similar in magnitude to the peak CO2 358 

uptake in 2050 (Chimuka et al., 2022; Schwinger & Tjiputra, 2018). The resulting 359 

accumulation of oceanic CO2 uptake leads to the continuous increase and subsequent peak 360 
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of ocean anthropogenic carbon (Cant) inventory at 380 PgC in 2153 with a time lag of ~30 361 

years from the start of negative emissions. During the restoring period, the slight increase 362 

in the Cant inventory is associated with weak uptake of CO2. 363 

 Responses of the ocean carbon cycle exhibit latitude-dependent patterns as in the 364 

land carbon cycle (Figures 4b). The evolutions of anomalous CO2 flux are similar across 365 

most latitudes with increasing anomalous uptake as CO2 emission increases and decreasing 366 

uptake as CO2 emission decreases (Figures S4a). During the negative emissions, CO2 367 

uptake anomalies are reversed to CO2 outgassing anomalies in most of the latitudinal bands. 368 

However, the intensity of the anomalies and the timings of sign changes vary with latitude. 369 

In mid-latitudes (around 25-50N or 25-50S) where the ocean surface currently acts as 370 

strong carbon sinks (Landschützer et al., 2014; Takahashi et al., 2009), the CO2 uptake 371 

anomalies tend to become outgassing from uptake faster than the global average. On the 372 

other hand, the periods of positive CO2 anomalies persist longer in the tropical and 373 

Southern Ocean (south of 60S). These different timing of transition can be partly explained 374 

by the fact that the re-emergence times of subsurface water (equilibrated with higher 375 

atmospheric pCO2) tend to be shorter in subtropical gyres than in the tropical and Southern 376 

Ocean (Schwinger and Tjiputra, 2018; Toyama et al., 2017). Under the negative emissions, 377 

the carbon releases in the tropical oceans and the Southern Ocean intensify and the 378 

outgassing areas expand meridionally. As a result, the Sothern Ocean becomes a carbon 379 

source, except for marginal oceans near the Antarctic continent. Although the CO2 380 

concentration recovers to the present climate level, the role of the Southern Ocean remains 381 

a strong outgassing zone (Figure S5a, 0.3PgC/yr), of which CO2 uptake contributes to 382 
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decadal variability of ocean carbon sink in the present climate (DeVries et al., 2019; 383 

Frölicher et al., 2015; Gruber et al., 2019).  384 

 After the cessation of the negative emission in 2196, the air-sea CO2 flux reaches 385 

almost zero within a short period of ~22 years (Figure 4a), a typical time scale of upper 386 

ocean ventilation (Galbraith et al., 2015). Consequently, the ocean resumes its role as a 387 

carbon sink, releasing carbon (~17 PgC) into the atmosphere since the implementation of 388 

zero emission. During the first decades of the zero emission, the carbon releases from land 389 

and ocean are no longer counterbalanced by CO2 removal from the atmosphere, resulting 390 

in a rebound of atmospheric CO2. The oceanic pCO2 also increases and the average oceanic 391 

pCO2 remains higher than the atmospheric pCO2 over the first 25 years of the restoring 392 

period. Thereafter, the atmospheric CO2 level slightly surpasses the oceanic pCO2 level. 393 

Due to this different timescale of rebounds in oceanic and atmospheric pCO2, the ocean 394 

transitions from a source to sink despite an increase in pCO2. 395 

To comprehend the oceanic processes responsible for the changes in air-sea CO2 396 

fluxes during the restoring period, it is necessary to investigate changes in pCO2 because 397 

global ocean uptake of CO2 is predominantly influenced by geochemical processes rather 398 

than physical climate changes (Arora et al., 2020; Arora et al., 2013; Friedlingstein et al., 399 

2022). The modulation of pCO2 is typically associated with thermal factor, which is 400 

regulated by sea surface temperature (SST), and non-thermal factors including dissolved 401 

inorganic carbon (DIC), alkalinity (ALK), and sea surface salinity (SSS) (Orr et al., 2022; 402 

Takahashi et al., 1993). Therefore, to assess the contributions of these potential drivers, we 403 

use a Taylor expansion to decompose variations in pCO2 after neglecting second-order 404 

terms and normalizing the salinity effect to DIC and ALK (Supporting Information). 405 

 406 
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Δ𝑝𝐶𝑂ଶ = 𝜕𝑝𝐶𝑂ଶ𝜕𝑆𝑆𝑇 ⋅ Δ𝑆𝑆𝑇 +  𝜕𝑝𝐶𝑂ଶ𝜕𝐷𝐼𝐶 ൬ 𝑆𝑆଴൰ ⋅ Δ𝑠𝐷𝐼𝐶 +  𝜕𝑝𝐶𝑂ଶ𝜕𝐴𝐿𝐾 ൬ 𝑆𝑆଴൰ ⋅ Δ𝑠𝐴𝐿𝐾 +  𝜕𝑝𝐶𝑂ଶ𝜕𝐹𝑊 ⋅ Δ𝐹𝑊 407 

 408 
with freshwater flux (FW), normalized DIC (𝑠𝐷𝐼𝐶 = 𝐷𝐼𝐶 ⋅ 𝑆଴/𝑆 ) and ALK (𝑠𝐴𝐿𝐾 =409 𝐴𝐿𝐾 ⋅ 𝑆଴/𝑆) with reference salinity 𝑆଴ (Keeling et al., 2004; Wetzel et al., 2005). 410 

Based on this climate-CO2 Taylor separation, we quantify the contributions of 411 

individual drivers during the period of ocean recovery from a carbon source to a sink (year 412 

2196 to 2220). The linear decomposition adequately replicates the original changes in 413 

pCO2. Our analysis reveals that individual factors contribute to an increase in pCO2 of 414 

approximately 1.8ppm (SST), 0.9 ppm (FW), 16.2 ppm (DIC), and -2.5 ppm (ALK) (Figure 415 

4c). These findings suggest that the recovery process is directly influenced by the 416 

interaction between atmospheric CO2 and ocean chemistry, which contributes to the 417 

relatively fast recovery compared to land surface CO2 flux. 418 

 Although atmospheric CO2 concentration almost recovers to present climate levels 419 

with slight increases, the anthropogenic carbon remains sequestered in the deep ocean 420 

(Figure 4d), with a value approximately 300 PgC higher than the current levels. During the 421 

positive emission, Cant is taken up by the sea surface and transported to the subsurface 422 

through a process called water mass formation and subduction. A major portion of the 423 

subducted Cant spreads to the global ocean through deep ocean circulation and remains 424 

sequestered from the atmosphere over multi-century timescales. Notably, Cant is 425 

predominantly stored in the Atlantic Ocean and Southern Ocean (Figure S3) due to 426 

relatively short timescales for upper ocean ventilation via North Atlantic Deep Water and 427 

Subantarctic Mode Water (Gruber et al., 2019; Khatiwala et al., 2009; Sabine et al., 2004). 428 

When the ocean transitions from a carbon sink to a carbon source, Cant is mainly released 429 

from the tropical and Southern Ocean, where previously sequestered Cant is converged in 430 
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the thermocline and subsequently upwelled to the surface, elevating surface DIC and pCO2. 431 

At the same time, the accumulated Cant at depth continues to spread through meridional 432 

overturning circulation. However, the four centuries-long simulation is not long enough 433 

for the deep Cant to reach the northern Pacific Ocean (Figure S3b), where the column 434 

integrated Cant at the end of the simulation is reduced relative to that of 2000 (Figure 4d). 435 

The fact that Cant is still not removed from the deep ocean suggests that the ocean carbonate 436 

system experiences irreversible changes over the simulation period, and millennial 437 

timescale persistent negative emissions would be required for this anthropogenic evidence 438 

to be naturally removed from the ocean (Mathesius et al., 2015).  439 

 440 

4. Summary and Discussions 441 

In this study, we investigate the response of global carbon cycle in response to the 442 

negative emissions through an idealized emission-driven experiment. The terrestrial and 443 

oceanic systems act as natural sinks for anthropogenic carbon under positive emissions. 444 

However, in response to negative emissions, the role of these carbon systems changes from 445 

a sink to a source with a time lag of ~30 years. Following the zero emissions, the ocean 446 

rapidly returns its role as a carbon sink, while the land continues to release carbon into the 447 

atmosphere, providing an additional CO2 increase of ~50 ppm compared to the present-day 448 

level. The CO2 concentration then reaches quasi-equilibrium during the restoring period. 449 

The delayed response of respiration allows the continuous carbon release from the 450 

terrestrial system with latitudinal dependency, leading to a reduction in land carbon stock. 451 

In contrast, the accumulated anthropogenic carbon, transported to the deep ocean by ocean 452 

circulation, cannot be naturally removed from the ocean interior within centuries and it 453 
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would take several millennia to reach the present climate state only if deep waters return 454 

to the sea surface under a lower atmospheric CO2 level than the oceanic pCO2 (Mathesius 455 

et al., 2015). For this, the Southern Ocean would play an increasingly more important role 456 

in venting out deeply sequestered anthropogenic CO2 to the atmosphere. Even if so, how 457 

the global marine ecosystems would respond to such long-term disturbance and whether 458 

these responses might be reversible are highly uncertain. 459 

 Both land and ocean act as a C sink for the first 30 years after the onset of the 460 

negative emissions, contributing almost equally to the decrease in CO2 concentration, but 461 

afterwards, they switch to a C source, reducing the efficiency of CDR. These results from 462 

the CESM2 emission-driven experiments are consistent with previous studies based on 463 

concentration-driven experiments (Boucher et al., 2012; Chimuka et al., 2022; Koven et 464 

al., 2022; Park & Kug, 2022; Zickfeld et al., 2016b) but provide more direct information 465 

about the role of land and ocean C cycle under the emission pathway towards negative 466 

emissions, which can be considered in climate mitigation policies. It is noted that 467 

continuous natural C emissions during the restoring period can cause the rebound of CO2 468 

concentration (~50 ppm), implying that the initial recovery of CO2 is temporary and 469 

additional negative emissions are necessary for a complete return to the pre-industrial CO2 470 

levels. 471 

Furthermore, even if the CO2 concentration returns to its initial state, the climate 472 

conditions could be irreversible for at least centuries due to the recovery of the AMOC, 473 

which would induce surface warming, especially in high latitudes, in agreement with 474 

previous studies (An et al., 2021; Schwinger et al., 2022b). This warming at high latitudes, 475 

together with the rebound of CO2, would increase vegetation productivity (Zhu et al., 2016) 476 
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as well as C release in permafrost (Schuur et al., 2015), thereby increasing the uncertainty 477 

in terrestrial C fluxes. Therefore, further research is needed to understand the changes in 478 

the C balance in permafrost regions. 479 

As only the CESM2 model is used in this study, further research is needed in a 480 

multi-model context. Previous studies have shown the significant differences in the 481 

direction, magnitude or hysteresis lag of terrestrial and oceanic CO2 fluxes among Earth 482 

System Models (ESMs) in the CDR reversibility experiment, the SSP5-3.4 overshoot 483 

scenario and the Zero Emissions Commitment Model Intercomparison Project (Koven et 484 

al., 2022; MacDougall et al., 2020; Park & Kug, 2022). Therefore, even under the same 485 

emission pathways as in this study, the amount of natural C uptake during the increasing 486 

CO2 period, the delayed C release from natural C reservoirs, and its timing may differ 487 

between ESMs, resulting in different final states of CO2 concentrations and the climate 488 

system. 489 

Although most ESMs simulate the weakening and re-strengthening of the AMOC 490 

in overshoot scenarios or CDR reversibility experiments, CESM2 shows a particularly 491 

strong decline and rebound of the AMOC compared to other ESMs (Koven et al., 2022; 492 

Schwinger et al., 2022a, b). This AMOC behavior leads to stronger cooling and warming 493 

at high latitudes, which can affect various terrestrial ecosystem processes in the northern 494 

high latitudes, including permafrost. That is, the different behavior of the AMOC between 495 

ESMs increases uncertainties in both the climate system and the terrestrial CO2 fluxes 496 

under negative emissions. Therefore, it is important to estimate the uncertainty in the 497 

response of the global carbon cycle and the AMOC under negative emissions in a multi-498 

model framework and to consider this in the mitigation strategy. 499 

500 
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 781 

Figure 1. Global mean responses of surface CO2 fluxes and the climate system in an 782 

idealized negative emissions scenario. (a) Time-series of atmospheric CO2 accumulation 783 

rate, anthropogenic CO2 emissions, land–atmosphere and ocean–atmosphere CO2 fluxes 784 

(positive: surface to the atmosphere), and atmospheric CO2 concentrations. (b) Time-series 785 

of the 11-year running means of global annual mean surface air temperature (SAT) and 786 

precipitation (PRCP) and the strength of the Atlantic Meridional Overturning Circulation 787 

(AMOC). The AMOC strength is defined as the average of the annual mean Atlantic 788 

meridional ocean stream function from 35° to 45° N at a depth of 1,000 m. The solid lines 789 

and shaded areas respectively show the ensemble mean and the range of 95% confidence 790 

interval, based on the bootstrap method. The peak of anthropogenic emissions and the onset 791 

of negative and zero emissions (restoring period) are indicated by the grey dashed vertical 792 

line. The points of maximum and minimum CO2 levels are indicated by the red dashed 793 

vertical line.  794 
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 795 
Figure 2. Temporal evolution of global terrestrial carbon fluxes and stocks. (a) Time-series 796 

of the annual mean land SAT and PRCP and the atmospheric CO2 concentration; (b) annual 797 

net primary production (NPP), heterotrophic respiration (HR), fire C loss (Fire), and net 798 

biome productivity (NBP); (c) annual mean vegetation, litter, and soil C stocks. All values 799 

except for the CO2 concentrations are smoothed by the 11-year moving average. Solid lines 800 

and shaded areas respectively show the ensemble mean and the range of 95% confidence 801 

interval, based on the bootstrap method.  802 
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 803 
Figure 3. Latitudinal differences in the evolution of the climate system and the terrestrial 804 

carbon cycle. (a) Time-latitude diagrams of the annual mean anomalies of land SAT 805 

(contour) and PRCP (shading) relative to the year 2000; (b) annual mean total terrestrial C 806 

stock anomaly (contour) relative to the year 2000 and annual NBP (shading). All values 807 

are the ensemble means and smoothed by the 11-year moving average. (c) Time-series of 808 

the annual NPP and HR and the reconstructed HR from a multiple linear regression based 809 

on climate factors (normalized SAT and PRCP) and factors associated with the terrestrial 810 

C cycle (normalized NPP, litter C, and soil C) in the tropics and (d) the mid-high latitudes 811 

(left axis: NPP, HR, and reconstructed HR; right axis: contributions of each factor to the 812 

change of HR). All calculations were performed after taking the 11-year running mean and 813 

all values are the ensemble mean.  814 
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  815 
Figure 4. Temporal evolution of global ocean carbon systems. (a) Time-series of the 816 

annual mean air-sea CO2 flux (blue), cumulative ocean CO2 uptake (red), partial pressure 817 

of CO2 (pCO2) in atmosphere (black) and ocean (grey). The solid lines and shadings 818 

respectively show the ensemble mean and the range of 95% confidence level based on the 819 

bootstrap method. (b) Time-latitude diagrams of annual mean changes in air-sea CO2 flux 820 

anomaly. Selected black isolines represent the air-sea CO2 flux from െ0.2 to 0.2 PgC/yr 821 

with 0.1PgC/yr difference levels. Dashed and solid lines mean negative and positive air-822 

sea CO2 flux, respectively. Negative flux represents a carbon sink into the ocean. (c) 823 

Contributions of changes in the ocean pCO2 for each component; sea surface temperature 824 

(SST), dissolved inorganic carbon (DIC), total alkalinity (ALK), and freshwater (FW). (d) 825 

Cant inventory changes in the restoring period. 826 


