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Introduction

In this supporting information document, we provide full details of our U-GPD model

architecture, cross-entropy loss function used for model training, velocity model used to

associate detected phase arrivals and locate events, and comparisons of U-GPD model

performance on test data using varying levels of data augmentation.
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Figure S1. U-GPD model architecture.
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Figure S2. Results of U-GPD model, trained with different levels of data augmentation,

applied to our test dataset.



Text S3.

Supervised deep learning models are optimized through minimizing a loss function that
measures the distance between the model’s prediction and ground truth labels. To train

our U-GPD transfer learning model, we use a cross entropy loss function, defined as:

3
L(p,q) = — Z Z pi(x) log q;(x)
i=1 x

where i is class/channel number (P, S or N), x are the datapoints in our waveform, p;(x) is
the ground truth probability distribution for x and q;(x) is the model's predicted
distribution for x. The value of this loss function decreases as the model predictions

converge towards the ground truth labels.

Table S4. P-wave 1D velocity model used to associate model phase arrival picks and locate

events (linear gradient between layers, assumed Vp/Vs ratio of 1.76 for S-wave velocity

model).
Depth for top of layer (km b.s.l.) Vp (km /'s)
-1.5 4.10
3.0 6.10
8.0 6.80
25.0 7.40




