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Key points: 15 

• Reflection phases are seen at ~1.2 s, ~2.4 s, and ~3.9 s in autocorrelations of the 16 
InSight seismic data for all three components 17 

• Daily velocity variations averaged in the top ~18-200 m of ~40-5% are resolved 18 
using reflection waves at ~4 Hz 19 

• The  changes are driven by surface temperature variations producing thermoelastic 20 
strain and material failure at shallow depth  21 
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Abstract 22 

Temporal changes of S-wave velocities at shallow depth on Mars are derived using seismic 23 

data from the InSight mission. Autocorrelation functions are computed for three-24 

component seismic recordings to retrieve zero-offset reflection seismograms. Observed S-25 

wave reflection phase with two-way travel time of ~1.2 s and its multiples indicate an 26 

interface at ~200 m depth. Daily relative travel time changes (𝑑𝑡/𝑡) with ~5% variations 27 

are correlated well with the surface temperature. A top ~1m-thick regolith layer produces 28 

a delay of about one Martian day between the 𝑑𝑡/𝑡 and surface temperature. Assuming the 29 

travel time changes are produced primarily in the top ~18 m sand layer, the daily velocity 30 

variations in that layer are ~40%. The dominant mechanisms driving the changes are 31 

thermoelastic strain in the shallow structure generating the time delays and possible 32 

material failures in the regolith layer.  33 

 34 

Plain Language Summary 35 

Seismic and environmental data provided by the InSight mission are used to study the 36 

behavior of shallow materials on Mars in response to daily temperature variations. 37 

Autocorrelations of moving time windows of the seismic data provide information on 38 

waves that are excited and recorded at the sensor location. Signals reflected at an interface 39 

~200 m deep with ~5% daily travel time variations are seen in the autocorrelations. The 40 

travel time variations correlate well with the surface temperature data. A delay of about 41 

one Martian day may be generated by the ~1m-thick unconsolidated surface layer on Mars. 42 

The analysis suggests that the changes of travel times are produced by thermal-induced 43 

strain and related perturbations to elastic moduli and mass density in the shallow structure 44 

on Mars. If the observed ~5% daily travel time variations are concentrated in the top ~18 45 

m sand layer, there are ~40% corresponding daily velocity variations in the layer. 46 

  47 
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1. Introduction 48 

Seismic interferometry has been widely used to image (Lin et al., 2013; Phạm & 49 

Tkalčić, 2017; Romero & Schimmel, 2018; Shapiro & Campillo, 2004) and monitor 50 

buildings and seismic structures on Earth (e.g. Bonilla et al., 2019; Brenguier et al., 2008; 51 

Mao et al., 2019; Prieto et al., 2010; Qin et al., 2020). Velocity variations associated with 52 

earthquakes (e.g. Karabulut & Bouchon, 2007; Peng & Ben-Zion, 2006) and periodic (e.g. 53 

daily, seasonal) loadings such as hydrological changes, thermoelastic strain and tides (Ben-54 

Zion & Allam, 2013; Johnson et al., 2017; Mao et al., 2019), shed light on in-situ structures 55 

and susceptibility of subsurface materials to failure. These issues are of great importance 56 

to interpreting observed seismic motion, reliability of underground facilities and other 57 

applications.  58 

Recent developments enabled geophysical studies on Mars and other objects in the 59 

solar system. Martian interior structures can be divided (e.g. Fei, 2013; Khan et al., 2018; 60 

Yoder et al., 2003) as on Earth into crust, mantle and core (Smrekar et al., 2019). The 61 

NASA’s Interior Exploration using Seismic Investigations, Geodesy and Heat Transport 62 

(InSight) mission deployed a seismic station on Mars at the end of 2018 (Lognonné et al., 63 

2019; Panning et al., 2017). Seismic waveforms from a single three-component station, 64 

augmented by environmental data (e.g. Temperature and Wind for InSight (TWINS)), were 65 

used to search for marsquake (Banerdt et al., 2020; Giardini et al., 2020), constrain shallow 66 

elastic and anelastic properties of Mars (Lognonné et al., 2020), and analyze source 67 

properties of the ambient seismic noise on Mars (e.g. Suemoto et al., 2020).  68 

Using seismic interferometry, Deng & Levander (2020) identified prominent body-69 

wave reflection phases in stacked vertical component autocorrelation data, and associated 70 

them with reflections from deep interfaces (e.g. the Martian Moho and core-mantle 71 

boundary). Analysis of data from the Apollo Lunar Seismic Profiling Experiment 72 

(Nakamura et al., 1982) resolved the structures and thermal properties of the Moon 73 

(Kovach & Watkins, 1973; Langseth et al., 1976; Larose et al., 2005; Tanimoto et al., 2008) 74 

and discovered moonquakes triggered by diurnal temperature changes (Cooper & Kovach, 75 

1975; Duennebier, 1976; Duennebier & Sutton, 1974). 76 

In this study, we retrieve high-frequency (~4 Hz) body waves reflected from a shallow 77 

(~200 m deep) interface using moving short-time (20 s) window autocorrelations of 78 
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seismic recordings, and analyze daily variations in arrival times of the reflections to 79 

monitor possible material changes in near-surface structures. Considering the large daily 80 

temperature variations (~76ºC) and low barometric pressure (~700 Pa) on Mars, the in-situ 81 

monitoring of velocity variations aims to provide high-resolution information on the 82 

properties and dynamics of the shallow materials at the study area on Mars.  83 

 84 

2. Data & Instrumentation 85 

NASA’s InSight spacecraft deployed a six-axis seismometer on Mars providing 86 

seismic data sampled at 10 Hz, 20 Hz and 100 Hz, augmented by the TWINS 87 

environmental sensors. Except for the detected marsquakes (Giardini et al., 2020), seismic 88 

data on Mars are dominated by noise from atmospheric events and wind-generated lander 89 

noise (Lognonné et al., 2020; Suemoto et al., 2020). Surficial geology studies (Golombek 90 

et al., 2020) and investigation of seismic data (Lognonné et al., 2020) at the landing site 91 

suggest a relatively smooth terrain with a ~3-18m-thick layer of sand with few rocks 92 

overlying coarse breccia. Analyses of seismic and environmental recordings on Mars 93 

(Lognonné et al., 2020) provided near-surface Young’s modulus (~47 MPa), P-wave 94 

velocity (118±34 m/s) and thermal inertia (160-230 Jm-2K-1s-1/2) of the regolith layer in the 95 

top 1-2 m. 96 

We analyze the seismic and environmental data (Fig. 1) for temporal variations in the 97 

properties of near-surface structures on Mars. The 100 Hz seismic data are continuously 98 

recorded during Julian days 66-67 (UTC on Earth; Fig. S1); therefore, we present the 99 

analysis primarily based on the two-day 100 Hz data. Close to this time interval, the 20 Hz 100 

(days 63-65) data are also analyzed (supporting information) to show similar patterns with 101 

those derived from the 100 Hz data but with larger uncertainties. Temperature and wind 102 

recordings are plotted in Figs 1&S2. The three-component recordings are detrended and 103 

rotated to the geographical east-west (EW), north-south (NS), and vertical (UD) 104 

components (e.g. Fig. 1a). The rotated data are then segmented into 20s-long time windows 105 

with 50% overlap, resulting in analysis time steps of 10 s. The daily amplitude variations 106 

of seismic data are significant (~3 orders of magnitude) at frequencies above ~5 Hz, as is 107 

shown in Figs 1b&S3. Thus, for each time window, we bandpass filter the data at 1-5 Hz, 108 
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where the amplitude variation is less dramatic, and calculate autocorrelation functions 109 

(ACFs) to retrieve the zero-offset reflection seismograms. Resulting ACFs are presented 110 

in Figs 2&S4-S5. By tracking travel time variations of body waves in ACFs reflected from 111 

interfaces beneath the station, we can infer the temporal evolution of subsurface materials 112 

at the InSight landing site. 113 

For each ACF, the delay of travel time (𝑑𝑡) with respect to a reference trace associated 114 

with the stack of all ACFs is obtained through cross-correlation in a time window where 115 

clear reflected phases are observed. Fig. 2c shows the reference ACFs (black dashed 116 

curves) and example traces (black solid curves) at 1 pm of Julian day 66. The cross-117 

correlation time window is determined as follows: (i) We first stack the envelopes of all 118 

ACFs (Figs 2&S4-S5), and center the cross-correlation time window at the second peak 119 

(i.e. the highest peak excluding the zero-lag) of the stacked envelope function (Figs 120 

2d&S6). (ii) Then we calculate the dominant frequency for each trace and remove ACFs 121 

with peak frequencies that are larger than 5 Hz or lie outside three times the standard 122 

deviation in the distribution of ACF dominant frequencies (Fig. S7). The obtained median 123 

dominant frequency 𝑓! is ~4 Hz, close to the Nyquist frequency of the 10 Hz data, therefore 124 

the analyses based on 10 Hz data are less reliable and not presented in this paper. (iii) The 125 

cross-correlation time window is defined as ±3 times the median dominant period 𝑇! =126 

1/𝑓! from the center determined in step (i), resulting in ~1.5s-long cross-correlation time 127 

windows (blue vertical lines in Fig. 2c) 128 

We show the stacked envelope functions and cross-correlation time windows in Fig. 129 

2d for the three components at 100 Hz and in Fig. S6 for data at 20 Hz. To suppress 130 

potential effects of wavefield changes on the inferred delay times, we discard the ACF if 131 

any of the following holds: (i) The peak value of envelope function in the cross-correlation 132 

time window is smaller than 20% quantile of the peak envelope values from all ACFs. (ii) 133 

The cross-correlation coefficient with the reference ACF trace is less than 0.5. (iii) The 134 

retrieved 𝑑𝑡 deviates more than three times the median absolute deviation from the median.  135 

 136 

3. Analysis 137 
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The travel time variations are clearly seen in the two-day EW-component ACFs filtered 138 

at 1-5 Hz from the 100 Hz data (Fig. 2a). Results for the other two components (Fig. S4) 139 

and data at 20 Hz (Fig. S5) show consistent patterns. Reflected signals at ~1.2 s, ~2.4 s, 140 

and 3.9 s (i.e. two-way travel time) are observed in the stacked envelope functions (e.g. 141 

Fig. 2d). The cross-correlation time windows used to calculate delay time are centered on 142 

the first labeled peak, T1 = 1.17 s, 1.29 s, 1.19 s for EW, NS and UD components, 143 

respectively. The relative travel time change averaged over the entire propagation path is 144 

calculated as 𝑑𝑡/𝑡, where t is the lapse time for the center of the cross-correlation time 145 

window. Positive 𝑑𝑡/𝑡  values indicate increasing travel time and thus slower seismic 146 

velocities. 147 

Fig. 3 shows the observed 𝑑𝑡/𝑡 values colored by the cross-correlation coefficients, 148 

estimated from the two-day 100 Hz data. Due to the large scattering of the observed 𝑑𝑡/𝑡 149 

values, we smooth the measurements by taking the running median for every 65 points, 150 

and calculate the corresponding standard deviation as the data uncertainty (gray area in 151 

Fig. S8). The smoothed 𝑑𝑡/𝑡 curve has a maximum time resolution of ~10 min. We choose 152 

a window size of 65 points due to the trade-off between time resolution and smoothness of 153 

the resulting 𝑑𝑡/𝑡 curve. Spikes still present in the smoothed 𝑑𝑡/𝑡 data (e.g. red curves in 154 

Fig. 3) and are likely associated with data gaps and low-quality ACFs (e.g. Fig. 2a). Results 155 

from the 20 Hz data are illustrated in Fig. S9 (results for the NS component are not shown 156 

due to low data quality). 157 

The smoothed 𝑑𝑡/𝑡  curves (e.g. Fig. 3) have a similar shape to the temperature 158 

recording (Fig. 1c), showing a relatively flat linear change during Martian night times (e.g. 159 

8:00 pm to 8:00 am) and significant variations during the daytime (e.g. 8:00 am to 8:00 160 

pm; between the purple dashed lines in Fig. 3). This is in contrast to the more complicated 161 

pattern of wind recordings (Fig. 1c) and indicates that the dominant mechanism driving the 162 

temporal change is associated with temperature. Since high frequency (>1 Hz) seismic 163 

noise recorded at the site is dominated by wind-induced lander noise (e.g. Suemoto et al., 164 

2020), the contribution from wavefield changes to the resolved 𝑑𝑡/𝑡 curves is negligible. 165 

We compare the smoothed 𝑑𝑡/𝑡 curve with a linear transformation of the temperature 166 

recording 𝑇(𝑡)  given by 𝑔!(𝑇; 𝑎, 𝑏) = 𝑎 ∙ 𝑇(𝑡) + 𝑏 . The coefficients 𝑎 > 0  and 𝑏  are 167 

determined so that the maximum and minimum values of the 𝑔!(𝑇; 𝑎, 𝑏)  match, 168 
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respectively, the median values of the upper 95 and lower 5 percentiles of the smoothed 169 

𝑑𝑡/𝑡  curve. The obtained 𝑎  and 𝑏  parameters are presented in Table S1 and show 170 

consistent values from different data sets. 171 

The difference between the linearly-scaled temperature (black curve) and smoothed 172 

𝑑𝑡/𝑡 values (red curve) in Fig. 3, 𝛿!(𝑡) = 𝑔!(𝑇; 𝑎, 𝑏) − 𝑑𝑡/𝑡, is much smaller than the 173 

data uncertainties (shaded area in Fig. S8) during Martian night times (e.g. 8:00 pm to 8:00 174 

am). This indicates a robust linear relation between the smoothed 𝑑𝑡/𝑡  and surface 175 

temperature (hereinafter, 𝑑𝑡/𝑡-temperature relation). We also find a good agreement in the 176 

timing between the two curves of the turning point around 6 am in the Martian time, after 177 

which the temperature and 𝑑𝑡/𝑡 values increase dramatically. This suggests the time delay 178 

between the smoothed 𝑑𝑡/𝑡  curve and surface temperature is comparable to the time 179 

resolution of the data (~10 min) at Martian night plus possible multiples of Martian day. 180 

The difference 𝛿!(𝑡) during the Martian daytime (e.g. between the purple dashed lines in 181 

Fig. 3) is much larger than that at night, indicating either a nonlinear relation or a different 182 

time shift between these two curves during the daytime. The same 𝑑𝑡/𝑡 -temperature 183 

relations are also consistently observed in data at 20 Hz (Fig. S9). 184 

We further verify the robustness of the observed 𝑑𝑡/𝑡-temperature relation through 185 

curve fitting the smoothed 𝑑𝑡/𝑡 using 𝑔!(𝑇; 𝑎, 𝑏), i.e. inferring the coefficients 𝑎 and 𝑏 by 186 

minimizing 𝛿!(𝑡)" for all available data. The best fitting result (black curve in the upper 187 

panel of Fig. S10) shows that we cannot fit the measurements equally well during the 188 

Martian night and day times. We also conduct the curve fitting using 𝑔#(𝑇; 𝑎, 𝑏, 𝑡!) = 𝑎 ∙189 

𝑇(𝑡 − 𝑡!) + 𝑏, considering possible time shift 𝑡! between the two curves. The best fitting 190 

result is obtained by minimizing 𝛿#(𝑡; 𝑡!)" for each possible 𝑡! from -2 h to 2 h, where 191 

𝛿#(𝑡; 𝑡!) = 𝑔#(𝑇; 𝑎, 𝑏, 𝑡!) − 𝑑𝑡/𝑡 . We note that the estimated time shift 𝑡!  is 192 

representative of the wrapped phase delay and may be cycle skipped, i.e. the actual delay 193 

is 𝑡$ = 𝑡! + 𝑇% ∙ 𝑁, where N is an integer and 𝑇% is a Martian day. The result indicates the 194 

best fitting 𝑡! is -45 mins (bottom panel of Fig. S10), when all available 𝑑𝑡/𝑡 data are used, 195 

implying that the smoothed 𝑑𝑡/𝑡 curve likely either precedes the temperature record by 196 

~45 min or is delayed by ~23 hours. Considering the best fitting 𝛿#(𝑡; 𝑡!) is smaller than 197 

the data uncertainties (shaded area in Fig. S8), we rule out the possibility of a non-linear 198 

𝑑𝑡/𝑡-temperature relation during Martian day times. The best fitting time shift 𝑡! remains 199 
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negative for all data sets, and the absolute value becomes smaller when 𝛿#(𝑡; 𝑡!)"  is 200 

minimized during Martian night times (e.g. 8:00 pm to 8:00 am) and larger when 𝛿#(𝑡; 𝑡!)" 201 

is minimized during Martian day times (e.g. 8:00 am to 8:00 pm). The time delay from the 202 

curve fitting suggests the actual delay td between the 𝑑𝑡/𝑡 curve and the temperature record 203 

is smaller during the day times.  204 

In general, the curve fitting results are less reliable because of possible trade-offs 205 

between parameters. Therefore, we only focus below on the comparison between the 206 

smoothed 𝑑𝑡/𝑡  data and 𝑔!(𝑇; 𝑎, 𝑏) shown as black curve in Fig. 3. Since 𝑔!(𝑇; 𝑎, 𝑏) 207 

represents 𝑑𝑡/𝑡 if it is linearly related to the surface temperature with a negligible wrapped 208 

phase delay, the absolute difference, |𝛿!(𝑡)|, is large when a different wrapped phase delay 209 

exists. The relatively large absolute values of 𝛿!(𝑡) during the daytime (between the purple 210 

dashed lines in Fig. 3) imply variations of phase delay between 𝑑𝑡/𝑡  and surface 211 

temperature. Results from 20 Hz data show similar trends (Fig. S9). We also investigate 212 

the temporal pattern of 𝑑𝑡/𝑡  for potential long-term variations using the 20 Hz data 213 

between Julian days 153-365 in 2019. However, except for the observed daily changes, we 214 

do not find any linear or periodic long-term patterns that stand out from the background 215 

fluctuations.   216 

 217 

4. Discussion 218 

We monitor temporal changes of seismic velocities in subsurface materials beneath the 219 

InSight lander on Mars using reflected body waves resolved from autocorrelation functions 220 

(ACFs) of ambient seismic noise recordings. The stacked envelope function (e.g. Fig. 2d) 221 

shows peaks at ~1.2 s, ~2.4 s and ~3.9 s for all three components. It is important to note 222 

that there are no clear signals at ~0.6 s, ~1.8 s or ~3.0 s in the stacked envelope function, 223 

suggesting the first arriving phase has a two-way travel time of ~1.2 s with the later phases 224 

being its multiples. Based on the polarization analysis of Suemoto et al. (2020), P and S 225 

reflected waves at the InSight landing site are identified in ACFs with two-way travel times 226 

of ~0.6 s and ~1.2 s, respectively. This suggests the observed phase at ~1.2 s and its 227 

multiples in the horizontal component ACFs are S-wave reflections.  228 
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The first arriving reflected phase resolved in ACFs of the vertical component also 229 

yields a two-way travel time of ~1.2 s (blue curve in Fig. 2d). This is likely due to the 230 

leakage of S wave energy onto the vertical component (e.g. Deng & Levander, 2020; 231 

Gorbatov et al., 2013; Oren & Nowack, 2017; Phạm & Tkalčić, 2017). Another possibility 232 

is that the first arriving phase in the vertical component travels as P waves in the regolith 233 

layer (~1-2 m thick; Lognonné et al., 2020), and converts to S waves at depth. We therefore 234 

attribute the 𝑑𝑡/𝑡 values measured from all three components to temporal changes in S-235 

wave travel times.  236 

We use the S-wave velocity model A1 from Lognonné et al. (2020), where the S-wave 237 

velocity increases from 59.85 m/s to 95.82 m/s in the top 1 m, and remains 316.23 m/s 238 

between 1-10 m, to estimate the depth of the reflection interface. Assuming the same S-239 

wave velocity of 316.23 m/s for structures below 10 m, the two-way travel time of ~1.2 s 240 

corresponds to a reflector at a depth of ~200 m. To infer the structural perturbations 241 

responsible for the observed travel time variations, the relative velocity change 𝑑𝑣/𝑣 can 242 

be estimated via 𝑑𝑣/𝑣 = −𝑑𝑡/𝑡 (e.g. Ratdomopurbo & Poupinet, 1995; Snieder et al., 243 

2002) by assuming a homogeneous medium change. This results in a ~5% daily maximum 244 

variations in S-wave velocity averaged over the top ~200 m.  245 

However, the assumption of a homogenous 𝑑𝑣/𝑣 in subsurface structures is unrealistic 246 

and the changes are likely to concentrate in the very shallow damaged materials. The 247 

material strength increases with confining pressure so shallow materials are more 248 

susceptible to failure (Nur & Simmons, 1969; Yang et al., 2019). In addition, laboratory 249 

experiments (e.g. Pasqualini et al., 2007; TenCate et al., 2004) show that shallow soft 250 

materials (e.g. soil) exhibit high susceptibility to loading and behave nonlinearly for 251 

dynamic strains as low as 10-8, while the strain level needed to generate velocity variations 252 

for hard bedrock is considerably larger, on the order of 10-3. Indeed, analysis of borehole 253 

data on Earth show that temporal changes tend to concentrate in the top few tens of meters 254 

(e.g. Bonilla et al., 2019; Qin et al., 2020; Rubinstein, 2011). Therefore, the 𝑑𝑣/𝑣 is likely 255 

much larger than 5% in the shallow soft materials. 256 

The observed travel time variations 𝑑𝑡/𝑡 match well with the linearly scaled surface 257 

temperature (Fig. 3) with different wrapped phase delays during Martian day (8:00 am to 258 

8:00 pm) and night (8:00 pm to 8:00 am) times, implying the dominant mechanism 259 
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generating the travel time variations are temperature changes. Thermoelastic strain in an 260 

elastic half space covered by an unconsolidated layer is expected to have a phase delay of 261 

∆𝑡 = &!
" 9

'
(∙*

+ '
+
 with respect to the daily variation of surface temperature (Ben-Zion & 262 

Leary, 1986; Berger, 1975; Tsai, 2011), where 𝑦,  and 𝜅 are the thickness and thermal 263 

diffusivity of the top incompetent layer and 𝜏 = 24 hour. Using for example 𝑦, = 1 m 264 

(thickness of the regolith layer; Lognonné et al., 2020) and 𝜅 = 10-6 m2/s (Berger, 1975), 265 

∆𝑡 is ~26 hours. This delay would be somewhat different if the layer thickness or thermal 266 

diffusivity have different values. Using ∆𝑡 of ~26 hours as the reference, we can unwrap 267 

the time delay t0 resolved between the temperature and smoothed 𝑑𝑡/𝑡 data in section 3 268 

giving a time delay td of ~23 hours during Martian day times and ~24 hours during Martian 269 

night times. This is based on the assumption that the clocks of the seismic and thermal 270 

sensors are synchronized and thermoelastic strain is the dominating mechanism. Keeping 271 

the thermal diffusivity as 10-6 m2/s, the thickness of unconsolidated layer is ~0.9 m to 272 

account for the 24-hour delay. This is similar to values of unconsolidated layer thickness 273 

inferred from analyses of thermoelastic strain on earth (Ben-Zion & Allam, 2013; Ben-274 

Zion & Leary, 1986; Prawirodirdjo et al., 2006; Wang et al., 2020). 275 

In addition to increasing the delay time for thermoelastic strain, a regolith layer with a 276 

thickness in the range of 0.5-1 m (Lognonné et al., 2020) contributes to the observed 𝑑𝑡/𝑡 277 

through additional thermal related responses, such as changes in mass density and elastic 278 

moduli due to crack opening-closing. It is important to note that the time delay td is ~1 hour 279 

smaller during the Martian day times. Since the delay is smaller for shallower materials 280 

within the top layer, the smaller td during the day times is likely related to a higher fraction 281 

of contribution from the regolith layer to the observed 𝑑𝑡/𝑡. This may include material 282 

failure due to thermal cracking generated by the significant temperature gradient during 283 

the Martian day times. We note that earthquake-like pulses can be generated from thermal 284 

cracking in shallow materials, as observed in seismic recordings on the Moon (Tanimoto 285 

et al., 2008). In general, thermal-related moonquakes have magnitudes less than -2.0 286 

(Cooper & Kovach, 1975). Since the temperature variations on Mars are smaller than on 287 

the Moon, the thermal-related quake-like pulses are excepted to be smaller than those on 288 

the Moon. Wind shaking obstacles above the ground (e.g. rocks) can also produce quake-289 
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like signals (Johnson et al., 2019). These and other possible environmental sources should 290 

be considered when looking for marsquakes. 291 

The sand layer beneath the InSight lander is ~3-18 m thick (Golombek et al., 2020). 292 

Based on the velocity model of Lognonné et al. (2020), the S-wave travel time in the top 293 

18 m is ~0.07 s. For simplicity, we use a sand layer thickness of 18 m and neglect the 294 

structural perturbations in bedrocks below 18 m. The daily peak to peak fluctuation in S-295 

wave 𝑑𝑣/𝑣 averaged over the top 18 m sand layer is up to ~40% to account for the 5% 296 

daily variaion in the observed 𝑑𝑡/𝑡 (i.e. ~0.03 s in time delay). This velocity perturbation 297 

in response to surface temperature variations on Mars is significantly larger than those 298 

resolved on Earth, and may result from the combined effects of extreme environmental 299 

conditions (low barometric pressure of ~700 Pa and large temperature variation of ~76ºC) 300 

and in-situ structures with extremely low S-wave velocities of <100 m/s in the top 1 m 301 

(Lognonné et al., 2020).  302 

 303 

5. Conclusions 304 

We monitor temporal variations of seismic velocities on Mars using zero-offset 305 

reflection seismograms constructed via short time window autocorrelation of seismic data 306 

from the InSight mission. The stacked envelopes of ACFs show clear reflected S waves in 307 

three components at ~1.2 s, ~2.4 s, and ~3.9 s. The first arriving phase is reflected from an 308 

interface at ~200 m depth based on the local S-wave velocity model (Lognonné et al., 309 

2020), and the later arrivals are its multiples. The maximum delay in the two-way travel 310 

time of the first arriving phase is ~0.06 s, corresponding to a relative travel time variation 311 

(𝑑𝑡/𝑡) of ~5% averaged over the top ~200 m. The 𝑑𝑡/𝑡 pattern correlates well with the 312 

local surface temperature recording with a phase delay of about one day, suggesting the 313 

major mechanisms for the observed temporal variations are thermoelastic strain in the ~18 314 

m sand layer above the bedrock and additional thermal effects such as changes in mass 315 

density and elastic moduli in the top 0.5-1 m regolith layer. Sharp temperature increases 316 

can introduce thermal cracking near the surface, which contributes to the ~1 hour decrease 317 

in time delay between the observed 𝑑𝑡/𝑡 and linearly scaled temperature data during the 318 

Martian day times. The high susceptibility of the damaged materials in the top ~18 m and 319 
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shallow concentration of the driving mechanisms suggest up to ~40% S-wave velocity 320 

perturbation in the top ~18 m at the time of the highest temperature on Mars.  321 
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 485 

Figure captions 486 

Figure 1. (a). Waveforms with 100 Hz sampling rate after removing the linear trend. 487 

Relative amplitudes of the three component seismic data are preserved. (b). 488 

Spectrogram of the waveform at EW component. (c). Wind (colored dots) and 489 

temperature (black dashed curve) recordings during Julian days 66-67 (UTC on Earth). 490 

Black ticks on x-axis correspond to UTC on Earth, while the local mean solar time on 491 

Mars is shown in red with a format of “dddThh”. The first three digits (“ddd”) represent 492 

the Julian day and the last two digits (hh) indicate the local time in hours on Mars. 493 

Figure 2. Results from the two-day 100 Hz data: (a). ACFs of EW component waveforms. 494 

(b). Envelope functions of EW-component ACFs. (c). The reference (dashed curve) 495 

and example (solid curve) ACFs from EW (top), NS (center) and UD (bottom) 496 

components. The reference ACF denotes the stack of all ACFs, and the example ACF 497 

is calculated at 1 pm of Julian day 66 (UTC on Earth). Vertical blue lines indicate the 498 

cross-correlation time windows. (d). Stacked envelope functions at EW (black), NS 499 

(red) and vertical (blue) components. T1, T2 and T3 denote the time of the second, third 500 

and fourth peaks in the stacked envelope functions, respectively. Horizontal bars 501 

indicate the cross-correlation time windows, same as the vertical blue lines in (c). 502 

Figure 3. 𝑑𝑡/𝑡 measurements (colored dots) for 100 Hz data at EW (top), NS (center) and 503 

vertical (bottom) components, colored by the cross-correlation coefficients. The red 504 

curve illustrates the smoothed 𝑑𝑡/𝑡 data using a running window of 65 points. The 505 
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linearly scaled temperature curve (black), 𝑔!(𝑇; 𝑎, 𝑏), has maximum and minimum 506 

values that match the median of the upper 95 and lower 5 percentiles of the red curve. 507 

The vertical purple dashed lines indicate the Martian day time (8:00 am to 8:00 pm) 508 

when the difference between the two curves is large. Ticks on x-axis are formatted 509 

similarly as in Fig. 1. 510 
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Figure 3. measurements (colored dots) for 100 Hz data at EW (top), NS (center) and vertical (bottom) 
components, colored by the cross-correlation coefficients. The red curve illustrates the smoothed  data using a 
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values that match the median of the upper 95 and lower 5 percentiles of the red curve. The vertical purple dashed 
lines indicate the Martian day time (8:00 am to 8:00 pm) when the difference between the two curves is large. Ticks 
on x-axis are formatted similarly as in Fig. 1.
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