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Abstract 12 

 13 

Using the method of process-oriented hydrodynamic modelling, this work investigates the 14 

dispersal of particles in stratified fluids on continental margins. The focus is placed on steady-15 

state density distributions that are governed by an advective-diffusive balance. In this case, 16 

particles can still be advected across isopycnal surfaces, given that turbulent fluctuations do 17 

generally not offset the advective displacement of a particle. The validity of this fundamental 18 

principle is demonstrated here with the diapycnal upslope sediment transport in a bottom Ekman 19 

layer that forms under a stratified geostrophic slope current. Similarly, this study demonstrates 20 

that interaction between slope currents with a submarine channel can facilitate a continuous 21 

diapycnal upslope flux of particles, confined to the lowermost 10-20 m of the water column. 22 

Velocity anomalies that facilitate this upslope sediment flux are the signature of standing 23 

topographic Rossby waves, that can only develop for slope currents that are left-bounded (right-24 

bounded) by shallower water in the northern (southern) hemisphere. Findings of sensitivity 25 

studies confirm the existence of up-channel flows for a wide range of parameter values. Under 26 

the assumption that particles remain suspended in the water column, the inclusion of 27 

gravitational settling significantly increases the up-channel sediment flux. Sediment settling 28 

operates to trap particles close to the seafloor within the core of bottom-intensified up-channel 29 

flow. The author postulates that this mechanism plays an important role in biogeochemical 30 

cycles at continental margins. 31 

 32 
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 34 

Plain Language Summary 35 

Continental margins are replete with submarine canyons and channels. Some but not all canyons 36 

underpin productive and diverse marine habitats, for scientific reasons yet to be discovered. 37 

Previous research suggests that canyons are the downward conduits of sediment in turbidity 38 

currents. However, recent deep observations inside the Whittard Canyon (NE Atlantic) provided 39 

evidence of continuous up-canyon currents that, modulated by tides, trigger upslope sediment 40 

transport in the upper 2500 m of the canyon. This study provides a possible theoretical 41 

explanation of this observational evidence. Here we show that canyon-flow interaction induces a 42 

concentrated and bottom-intensified up-channel current. While this current does not significantly 43 

disturb the ambient density field, which is governed by an advective-diffusive balance, it is an 44 

agent of continuous upslope sediment transport. This process constitutes a yet largely unexplored 45 

return path of particulate (organic and inorganic) matter at continental margins. 46 

    47 

  48 
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1 Introduction 49 

Particulate matter plays an important role in geomorphological and biogeochemical 50 

cycles in the oceans. For instance, it underpins an elusive branch of marine food webs that is 51 

based on suspension feeding (e.g., Hentschel and Shimeta, 2008). The dynamics and transport of 52 

particulate matter at continental margins has been intensively studied both in the field and 53 

theoretically in the past. Submarine canyons and channels are the key transport routes of 54 

suspended sediment particles. Their presence creates complex oceanic flows that locally enhance 55 

primary productivity and increase particulate matter concentrations (e.g., Bosley et al., 2004). 56 

Puig et al. (2014) provide a detailed review of sediment-transport processes in submarine 57 

canyons, dominated by storm-induced turbidity currents and dense shelf-water cascading (e.g., 58 

Wåhlin, 2002), failures of recently deposited fluvial sediments, canyon-flank failures, and 59 

trawling-induced resuspension. These transport processes commonly deposit sediments in the 60 

upper and middle reaches of canyons for decades or centuries before being completely or 61 

partially flushed farther down-canyon by large sediment failures. Additionally, the review 62 

concludes that internal waves (e.g., Hotchkiss and Wunsch, 1982; Kunze et al., 2002) 63 

periodically resuspend ephemeral deposits within canyons and contribute to dispersing particles 64 

or retaining and accumulating them in specific regions. On the other hand, submarine canyons 65 

often trap tidal energy and strongly amplify tidal flows (Cacchione et al., 2002; Vlasenko et al., 66 

2016; Alberty et al., 2017; Nazarian and Legg, 2017a,b); Waterhouse et al., 2017) and thereby 67 

facilitate the erosion and transport of sediment (e.g. Cacchione et al., 2002).   68 

Allen and Durrieu de Madron (2009) reviewed scientific knowledge of the role that shelf-69 

incising canyons in the exchange of water masses including particulate matter across the shelf 70 

break. They conclude that such shelf-break canyons are often regions of the generation of strong 71 

baroclinic tides and internal waves leading to greatly elevated levels of mixing. Previous canyon 72 

studies (Freeland and Denman, 1982; Klinck, 1996; Hickey, 1997; Allen et al., 2001; Kämpf,  73 

2006) suggested that, in the northern (southern) hemisphere, left-bounded (right-bounded) slope 74 

currents can trigger swift up-canyon flows. Theoretical considerations by Kämpf (2012; 2018) 75 

revealed that the up-canyon flows are the signature of stationary (standing) topographic Rossby 76 

waves, whose generation is direction-dependent. It should be highlighted that most previous 77 

studies on shelf-break canyons focused on the upwelling of dissolved and not particulate 78 

substances, which can be substantial different, as demonstrated here. While the dynamics in and 79 

around shelf-break canyons is relatively well researched, less is known about processes at much 80 

greater depths of deep-sea canyons. 81 

Most previous studies infer a predominantly downslope sediment flux at continental 82 

margins, which is not surprising given the negative buoyancy of sediment particles. However, a 83 

few recent studies report the existence of up-channel sediment fluxes. Puig et al. (2003) studied 84 

the sediment transport in the bottom boundary layer at a depth of 276 m near the head of the 85 

West Halibut Canyon off Newfoundland during winter 2008–2009. They identified short events 86 

of sporadic bottom intensified up-canyon flows (~40 cm s
-1

) that triggered transient peaks in 87 
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suspended sediment concentrations, lasting less than an hour. Puig et al. (2003) interpreted these 88 

peaks as the up-canyon propagation of semidiurnal internal tidal bores carrying fine sediment 89 

particles resuspended from deeper canyon regions. On the other hand, Amaro et al. (2015; 2016) 90 

reported deep observations reported from the Whittard Canyon (NE Atlantic), where several 91 

near-bottom deployments measuring currents, temperature, salinity, turbidity and sediment flux 92 

were carried out between 2007 and 2012, lasting from a few days up to an entire year. These 93 

deployments extended from the shelf edge to greater depths of up to 4166 m in a deep-sea 94 

channel. The observations confirmed that the near-bed current regime in the upper canyon 95 

reaches (from the shelf edge to about 2500 m depth) is dominated by moderate to strong semi-96 

diurnal tidal currents. In the lower reaches of the canyon, tidal currents appeared weaker, not 97 

exceeding 0.1-0.15 m s
-1

 and with no sign of resuspension of bottom sediment (Amaro et al., 98 

2015). Surprisingly, however, during most of the 1-year deployment period, the net near-bottom 99 

currents were generally directed in an up-canyon direction throughout the canyon. Hence, 100 

assisted by intensified tidal currents, the net near-bottom currents induced a persistent up-canyon 101 

transport of suspended particulate matter in the upper canyon reaches. The ultimate cause of this 102 

upslope sediment transport is unknown. 103 

This work is based on the fundamental feature that particles can move relative to an 104 

arrested density field governed by a balance between advective effects due to currents and 105 

diffusive effects due to turbulence. In this situation, the same currents that no longer modify the 106 

density field can still move particles across density surfaces, given that, on average, turbulent 107 

fluctuations only modify but not offset the advective particle displacements. One prominent 108 

example of such persistent diapycnal movement of particles is the trapping of suspended 109 

sediment within high-turbidity regions in positive estuaries (e.g. Yu et al., 2015). It should be 110 

highlighted that Kunze et al. (2012) have employed an advective–diffusive balance to interfere 111 

turbulence-driven flows in submarine canyons; and they derive horizontal upslope flows of 10–112 

50 m day
-1

 for the Monterey and Soquel Submarine Canyons (located offshore of central 113 

California). The present study demonstrates that the advective–diffusive balance also underpins 114 

current-induced upslope flows of much greater speeds of 0.1-0.2 m/s (8-16 km day
-1

). 115 

2 Methods 116 

2.1 Model description 117 

This study applies the hydrodynamic model COHERENS (Luyten et al., 1999). The 118 

governing equations are the finite-difference forms of conservation equations for momentum, 119 

heat, volume and scalars for an incompressible fluid on the f plane cast in terrain-following 120 

sigma coordinates. COHERENS is based on the same physical laws and coordinate 121 

transformation and similar numerical algorithms that govern other sigma coordinate models such 122 

as POM (Blumberg and Mellor, 1987) or ROMS (Shchepetkin and McWilliams, 2005). The 123 

Coriolis parameter in the control experiment is set to f = -110
-4

 s
-1

, corresponding to a 124 
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geographical latitude of 45
o
S. Results are readily transferable to the northern hemisphere 125 

simulation. In this process-oriented application, temperature effects are ignored, and the density 126 

of seawater, , is exclusively related to salinity, S, via a linear equation of state: 127 

𝜌(𝑆) = 𝜌𝑜[1 + 𝛽(𝑆 − 𝑆𝑜)]        (1) 128 

where o = 1026 kg/m
3
,  = 7.610

-4
 and So = 34 (no units). In the original model formulation, 129 

the buoyancy force is calculated with reference to the initial density distribution. This can trigger 130 

the creation of unwanted currents due to the initial coordinate adjustment of the density field. In 131 

this application, horizontal gradients of the buoyancy force are calculated with reference to their 132 

initial values. This technique eliminates such adjustment problems.  133 

Turbulent Prandtl numbers of unity are assumed for both horizontal (Ah = Dh) and vertical 134 

(Az = Dz) diffusion. For the ease of interpretation, most experiments discussed here employ 135 

constant values of Ah = 1 m
2 
s

-1
 and Az = 0.02 m

2 
s

-1
. The latter corresponds to a vertical scale of 136 

the bottom Ekman layer of E = √2𝐴𝑧/|𝑓| 20 m. The use of the k- turbulence closure for Az 137 

and/or the Smagorinsky turbulence scheme for Ah yielded qualitatively similar results (not 138 

shown). A quadratic bottom-friction parameterization is employed. The associated bottom 139 

friction coefficient, cD, can be related to a roughness length, , via the relationship (see Luyten et 140 

al., 1999): 141 

  𝑐𝐷 = [ln⁡(𝑧∗ 𝛿⁄ ) ⁄ ]−2         (2) 142 

where z* is the distance between the horizontal velocity grid point and the seafloor and  = 0.4 is 143 

the von Kármán constant.  144 

 COHERENS includes a sophisticated Lagrangian particle tracking module, in which the 145 

gridded velocity field is interpolated to the particle location to calculate particle movements from 146 

accurate logarithmic displacement laws (see Luyten et al., 1999). The associated maximum 147 

turbulent velocity components can be calculated from (Maier-Reimer, 1980): 148 

   (𝑢max
𝑇 , 𝑣max

𝑇 , 𝑤max
𝑇 ) = √6(𝐷ℎ, 𝐷ℎ , 𝐷𝑧)/𝑡      (3) 149 

where t is the numerical time step. The turbulent velocities are then determined for each 150 

particle with the Monte-Carlo method which consists in multiplying each maximum current 151 

component by a random generated number between -1 and 1. These diffusive velocity 152 

components are then added to the advective velocity components before the calculation of 153 

particle displacements. With t = 60 s, relation (3) implies maximum horizontal and vertical 154 

turbulent velocities of ~0.32 m s
-1

 and 0.02 m s
-1

, respectively. This velocity can displace a 155 

particle horizontally at maximum by ~19 m and vertically by 1.2 m during a timestep. The author 156 

also added a settling velocity, ws, to simulate the negative buoyancy of particles. Only the upper 157 

range of observed settling velocities, ws = 1-5 mm s
-1

, (see McDonnell and Buesseler, 2010) is 158 
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considered here. For simplicity, interactions with the seafloor (i.e. erosion or deposition) are 159 

ignored. It is also assumed that suspended particles do not influence the fluids’ density.  160 

 161 

  162 

Figure 1: Model bathymetry for experiment A (see Fig. 2a). Arrows indicate the direction of the 163 

ambient geostrophic flow. The red line indicates the deployment region of Lagrangian floats. 164 

 165 

2.2 Experimental design 166 

The model region is 50 km long and 40 km wide, resolved by an equidistant horizontal 167 

grid spacing of x = y = 1 km (Figure 1). A total of 60 vertical sigma levels are used. The 168 

lowermost 25 levels are kept at a fine vertical spacing of 2 m to adequately resolve the structure 169 

of the bottom Ekman layer. The simplified continental margin has a constant bottom slope with 170 

isobaths running parallel to the x-axis. In most experiments, total water depth varies from 2 km 171 

along the deeper boundary of the domain to 1 km on the opposite side, corresponding to a bottom 172 

inclination of 0.025 (1.43
o
 slope). The shallower boundary is treated as a nonpermeable coast. 173 

Zero-gradient conditions are used at the open lateral boundaries. The sea level along the offshore 174 

boundary is kept at its initial value (zero elevation).  175 

A single submarine channel is embedded in the continental slope. Its axis runs 176 

perpendicular to the ambient isobaths. The channel vanishes in both shallower and deeper water 177 

to avoid any dynamical disturbances near boundaries. A variety of channel geometries are 178 

considered in a range of experiments with channel depths, H, ranging between 50 and 200 m and 179 

channel widths, W, ranging between 3 and 10 km (Figure 2a). Additional experiments consider 180 

U-shaped and V-shaped channel configurations (Figure 2b). 181 

    182 
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 183 

Figure 2: Different shapes of submarine channels considered in a sequence of model runs. Here 184 

x denotes the distance from the channel axis, and z the bathymetry relative to the ambient 185 

seafloor. Experiments A, B and C denote configurations of experiments that are discussed in 186 

detail in the text.  187 

Each experiment commences with a constant vertical salinity gradient. In the control 188 

experiment, this gradient is 0.001 m
-1

, i.e. a increase of one salinity unity per km depth. This 189 

corresponds to a value of the stability frequency, N, of ~2.210
-3

 s
-1

, which reflects a typical 190 

situation. The stability frequency is calculated from N
2
 = -g/o/z, where g = 9.81 m/s

2
 is 191 

acceleration due to gravity and z is the vertical coordinate.  192 

With a constant horizontal and vertical grid spacing near the seafloor, the salinity 193 

conservation equation in sigma coordinates is equivalent to its Cartesian form; that is, 194 

𝜕𝑆

𝜕𝑡
= −(𝑢

𝜕𝑆

𝜕𝑥
+ 𝑣

𝜕𝑆

𝜕𝑦
+ 𝑤

𝜕𝑆

𝜕𝑧
) + 𝐷ℎ (

𝜕2𝑆

𝜕𝑥2
+

𝜕2𝑆

𝜕𝑦2
) + 𝐷𝑧

𝜕2𝑆

𝜕𝑧2
 .   (4) 195 

The horizontal velocity (u, v) can then be interpreted as the bottom-parallel velocity, and the 196 

corresponding vertical coordinate z is oriented perpendicular to the seafloor. Equation (4) is used 197 

to analyze the resultant steady-state salinity fields.  198 

The total simulation time of experiments is 10 days, using external and internal numerical 199 

time steps of 3 s and 60 s, respectively. Each experiment is forced by the prescription of an 200 

along-slope barotropic pressure-gradient force in the first 5 grid cells adjacent to the downstream 201 

boundary. This forcing, which is implemented in the depth-integrated momentum equations of 202 

the model, operates to create a cross-slope barotropic pressure gradient in the entire model 203 

domain driving a geostrophic along-slope flow. The magnitude of this forcing is adjusted and 204 

varied such that the target speed of the slope current is reached within 2 days of simulation. In 205 

the control experiment, the speed of this slope current is set to 20 cm s
-1

 to reflect the features of 206 

the Flinders Current found on Australia’s southern continental margin (Middleton and Bye, 207 

2007). Sensitivity experiments consider weaker slope currents of speeds as low as 5 cm s
-1

. The 208 
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slope current created is directed opposite to the phase propagation direction of free topographic 209 

Rossby waves that have shallower water on their left in the southern hemisphere. This situation 210 

supports the formation of standing topographic Rossby waves that are instrumental in cross-shelf 211 

exchanges induced by shelf-break canyons (see Kämpf, 2012; 2018).  212 

 213 

Table 1: Parameter settings and variations 214 

 215 

Parameter Symbol Unit Control value Variations 

Ambient flow speed U cm/s 20  5, 10 

Channel widtha W km 5 10 

Channel deptha H m 100 0, 50, 200 

Stability frequency N 10-3 s-1 2.17 0.86, 1.91, 3.82 

Coriolis parameter f 10-4 s-1 -1.0 -0.8, -1.2, -1.4 

Vertical eddy diffusivity DZ 10-2 m2/s 2.0 0.02, 0.2, 0.5, 5.0 

Horizontal eddy diffusivity DH m2/s 1.0 5.0, 10.0 

Bed roughness length  mm 2.0 0.2, 10.0 

Bottom drag coefficientb CD 10-3 4.3 2.3, 7.9 

Ambient bottom inclination s m/km 25 (1.4o) 17.5, 32.5 (1o-1.9o) 
aAdditional experiments consider U-shape and V-shape channels (see Figure 2b).  216 
bValue corresponding to , calculated from (2).  217 

After an initial adjustment phase of two days, a total of 2000 neutrally buoyant particles 218 

are gradually released upstream from the lower portion of the submarine channel within a 219 

random distance of up to 50 m from the seafloor. Particles are hereby released at a random 220 

horizontal location along the red line shown in Figure 1 at a rate of 17 particles per hour over a 221 

time interval of 5 days. Total water depth along the deployment line varies between 1750 and 222 

1875 m. Since the slope current is relatively uniform upstream from the canyon, the results are 223 

invariant on variations of the deployment location of particles. For the sake of comparison, 224 

particles reaching water depths <1500 m by the end of the simulation are defined as “upwelled” 225 

particles.  226 

Table 1 summarizes the parameter settings for experiment A and another 40 sensitivity 227 

experiments. The parameter variations correspond to ranges of the canyon Rossby number, Ro = 228 

U/(W|f|), between 0.16 and 0.83, the canyon Froude number, Fr = U/(NH), between 0.1 and 4.6, 229 

and the canyon Burger number, Bu = (Ro/Fr)
2
 between 0.02 and 3.3. In addition, the thickness of 230 

the bottom Ekman layer, E = √2𝐴𝑧/|𝑓|, is varied between 10 and 32 m. In additional model 231 

runs, the sign of the Coriolis parameter is reversed to f = 110
-4 

s
-1 

(northern hemisphere) such 232 

that the slope current is aligned with the direction of free topographic Rossby waves. In this case, 233 

the forcing is applied near the right-hand boundary, such that initial Rossby-wave disturbances 234 

travel away from it. As shown by the results, this configuration suppresses the creation of up-235 

channel flows. 236 
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 237 

Figure 3: No-channel experiment. Trajectories of 2000 particles with a settling speed of a) ws = 238 

0 mm s
-1 

and b) ws = -5 mm s
-1

. The lines are steady-state isohalines of the salinity field in the 239 

bottom-nearest model layer. “Up” refers to the percentage of particles that reach a water depth 240 

>1500 m after 10 days of simulation. 241 

 242 

Figure 4: No-channel experiment. (a) Hodograph of bottom-parallel velocity components in the 243 

bottom Ekman layer, shown at a depth interval of 2 m. The open circles show the results for the 244 

control configuration, the filled circles for a neutral density field (N = 0). (b) Comparison of 245 

relative salinity changes induced by horizonal advection and vertical diffusion terms in equation 246 

(4) at different depth levels above the seafloor. Positive y values correspond to a relative salinity 247 

increase due to upslope advection. The broken line denotes the steady-state situation in which 248 

vertical diffusion effects fully offset horizontal advection effects. 249 
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3 Results and Discussion 250 

3.1 No-channel Experiments 251 

To establish the case, the first model runs using the control values (see Table) consider a 252 

continental slope devoid of submarine channels (H = 0). Discusses are the cases for (i) neutrally 253 

buoyant particles (ws = 0) and (ii) negatively buoyant particles with a large settling speed of ws = 254 

-5 mm s
-1

. In the absence of other processes, this settling speed makes particles sink a distance of 255 

50 m on a timescale of 2.5 hours. In this model application, this implies that all particles rapidly 256 

sink into the lowermost model layer, where random turbulent displacements keep them at a 257 

distance of a few meters from the seafloor.  258 

any  259 

Figure 5: Schematic of an advective-diffusive balance facilitating an upslope sediment flux at 260 

continental margins.  261 

The results demonstrate that the particles are systematically moved diapycnally across 262 

salinity surfaces and diagonally upward on the continental slope (Figure 3a-b). Interestingly, 263 

this upslope sediment flux becomes enhanced in the presence of vertical particle settling. Both 264 

features are explained by the vertical structure of the bottom Ekman layer (Figure 4a). The flow 265 

throughout this layer has an upslope component. The greatest upslope speed establishes within 266 

10 m from the seafloor, whereas the flow is more aligned with isobaths at distances > 30 m. 267 

Under the effect of gravitational settling, an increasing number of particles becomes 268 

concentrated near the seafloor, where the swiftest upslope flow occurs. This increases the 269 

fraction of particles upwelling along the slope. In addition, analysis of terms in the salinity 270 

conservation equation (4) reveal that, at all vertical levels, the upslope salinity advection in this 271 

Ekman layer is almost perfectly offset by vertical salinity diffusion (Figure 4b). Due to this 272 

advective-diffusive balance, the salinity field becomes “arrested”. Nevertheless, particles are not 273 

constrained by this type of diffusion and they are moved unhindered upward on the continental 274 

slope, even more so if gravitational settling keeps them concentrated near the seafloor (see Fig. 275 

3) where the swiftest upslope flow is situated. This mechanism, illustrated in Figure 5, is 276 

fundamental for upslope particle fluxes at continental margin. It should be emphasized that a 277 
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slope current with the opposite direction would create a bottom Ekman layer inducing 278 

downwelling rather than upwelling. Hence, the upwelling mechanism is direction dependent.      279 

 280 

 281 

Figure 6: Experiment A. Horizontal distributions (think lines and shading) after 5 days of 282 

simulation of a) sea-surface elevation (cm), b) near-bottom salinity anomalies, and c) upslope 283 

velocity component v (m s
-1

). Thick lines are bathymetric contours (CI = 100 m). Arrows are 284 

horizontal velocity vectors.   285 
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3.2 Channel Experiments 286 

The forcing creates a slope current that approaches the submarine channel right-bounded 287 

by shallower water and opposite to the phase propagation direction of free topographic Rossby 288 

waves (Figure 6). The resultant surface geostrophic current is largely unidirectional and at a 289 

speed of ~0.2 m/s (Figure 6a). The sea-level gradient driving this flow is of the order of 1 cm 290 

per 5 km. Flow-bathymetry interactions create a stationary topographic Rossby wave confined to 291 

a near-bottom layer. In Experiment A, this wave has a horizontal wavelength of 12-15 km. As a 292 

result of this wave, the near-bottom salinity field develops a meandering pattern with salinity 293 

anomalies of ~0.1 (Figure 6b). Associated with this wave are alternating zones of upslope and 294 

downslope flows with speeds of up to 0.2 m/s (Figure 6c). More importantly, the axis of the 295 

submarine channel coincides with a zone of persistent up-channel flow (which is the origin of 296 

Rossby-wave generation) that continues to exist for the entire 10-day simulation.  297 

 298 

Figure 7: Experiment A. Vertical transect at x = 35 km (along the channel axis) after 5 days of 299 

simulation of a) salinity anomaly (relative to a constant value of 34; color shading and contours), 300 

and b) upslope velocity component (m/s; color shading and contours). In this display, the salinity 301 

and velocity fields in  coordinates were mapped onto a Cartesian coordinate system with a 302 

vertical grid spacing of 1 m. 303 

The wave disturbances developing here are confined to the near-bottom layer of the water 304 

column and have no surface expression (Figure 7). The up-channel flow is bottom-intensified 305 

and confined to the lowermost ~100 m of the water column, which coincides roughly with the 306 

channel depth. Despite the existence of the persistent up-channel flow, the salinity field 307 

establishes a steady-state distribution within a few days of simulation. Again, we can test this 308 

steady state with an analysis of relative effects of advection and diffusion in the salinity budget. 309 

Similar to the Ekman-layer experiment (see Fig. 4b), this analysis reveals a high degree of 310 

diffusive compensation of advective effects within the lowermost ~10 m of the water column 311 

(Figure 8).  This compensation occurs along the up-channel flow in the submarine channel.  312 
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 313 

Figure 8: Same as Fig. 4b, but for Experiment A after 5 days of simulation. 314 

 315 

Figure 9: Same as Fig. 3, but for Experiment A.  316 

It is this advective-diffusive balance that facilitates the upslope diapycnal transport of 317 

particles (Figure 9). For neutrally buoyant particles, the upslope displacement distance depends 318 

mainly on the vertical positioning of particles. Due to this vertical spread of particles, as the 319 

particle stream reaches the channel, particles become spread over most of the continental slope 320 

(Figure 9a). Particles that remain located close to the seafloor experience the largest upslope 321 

displacement.  322 

This feature becomes accentuated for negatively buoyant particles that due to their high 323 

settling speed (ws = -5 mm s
-1

) become entrapped in the up-channel flow and form a concentrated 324 

particle stream (Figure 9b). This particle stream transverses the model’s continental slope at 325 

speeds of up to 0.2 cm s
-1 

on a timescale of a few days. To the end, the head of the submarine 326 

channel serves as a bottleneck for upslope particle fluxes. In this experiment, almost all (90.6%) 327 

particles are upwelled to total water depths <1500 m.  328 
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 329 

Figure 10: Experiment A. Velocity components u and v (cm/s) across the submarine channel at y 330 

= 20 km (where the ambient total water depth is 1500 m). The gray curve shows bathymetric 331 

variations. The yellow bar illustrates the zone of horizontal convergence around a vanishing u in 332 

conjunction with upslope flow (v > 0).  333 

In the Ekman-layer experiment, particles ascended upward on the continental slope in a 334 

diagonal fashion (see Fig. 3). In stark contrast to this, in the presence of a submarine channel, 335 

flow-bathymetric interactions create a zone in which the particle transport inside the channel is 336 

perpendicular to the ambient isobaths. This feature is associated with the existence of a zero 337 

crossing of the u component (Figure 10a) in conjunction with a zone of both a horizontal flow 338 

convergence, u/x < 0, which keeps negatively buoyant particles trapped, and an upslope v 339 

component (Figure 10b) as the agent of the concentrated upslope particle stream. 340 

For comparison, let us focus on Experiment B using a wider (W = 10 km) and deeper (H 341 

= 200 m) submarine channel with otherwise unchanged parameter settings. Again, the canyon-342 

flow interaction leads to the formation of a stationary topographic Rossby wave that, again, is 343 

confined to the near-bottom layer of the water column (Figure 11a-b). The resultant wavelength 344 

of ~35 km is twice that observed in Experiment A (see Fig. 6b). The generation of this wave is 345 

related to a narrow zone of upslope flow with speeds of 15 cm s
-1

 located on the upstream side of 346 

the channel (Figure 11b). The width of this zone is only 2-4 km. On the other hand, a 347 

recirculation forms in the lower reaches of the submarine channel (Figure 11c). Kämpf (2006) 348 

described similar eddy-type features in the lower portions of submarine canyons.  349 

Again, neutrally buoyant particles become dispersed over most of the continental slope in 350 

interaction with the submarine channel (Figure 12a). Eddy formation in lower portions of the 351 

submarine channel induces the trapping of a relatively large fraction (10.9%) of particles after 10 352 

days of simulation. This trapping feature relies on the existence of a channel mouth. With the 353 

inclusion of gravitational settling, which keeps particles close to the seafloor, the narrow zone of 354 

upslope flow on the channel’s upstream side sets up a distinct route for the upslope transport of 355 
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particles (Figure 12b), similar to that observed in Experiment A (see Fig. 9b). Indeed, such 356 

routes can only exist, if the turbulence within the upslope flow keeps the particles in suspension. 357 

It should be noted that the wide U-shaped submarine channel of Experiment C creates a particle 358 

transport pattern that is very similar to that of Experiment B (Figure 12c-d, compare with Fig. 359 

12.a-b). In experiments B and C, the narrow zone of upslope flows coincides again with zero 360 

crossing of the u component and a horizontal flow convergence (results not shown).   361 

 362 

Figure 11: Same as Fig. 6, but for Experiment B (see Fig. 2a). 363 
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 364 

Figure 12: Same as Fig. 9, but panels a) and b) show the results for Experiment B, and panels c) 365 

and d) for Experiment C (see Fig. 2a). The red circles denote local trapping zones. 366 

For a given channel depth, the general features of the results are invariant on the 367 

particular shape of the submarine channel. For instance, a U-shaped channel of 7 km width and 368 

100 m depth yields results similar to those of the control experiment (Figure 12c-d) compare 369 

with Fig. 9). It should be noted that, similar to the results for a wide channel (see Fig. 11b), the 370 

zone of upslope flow is located on the upstream side of the channel. 371 

Given the fundamental process of Rossby-wave formation, it may not be surprising to see 372 

that all experiments outlined in Table 1 create an upslope flow inside the submarine channel 373 

(Figure 13). Hence, the existence of such upslope flows is a fundamental feature, but what varies 374 

are the speed of upslope flows and the wavelength of Rossby waves. It is outside the scope of 375 

this study to derive the functional relationships between parameters. Nevertheless, it is 376 

worthwhile to summarize key findings (results not shown). a) Most experiments listed in Table 1 377 

create distinct upslope transport routes for negatively buoyant particles. b) The speed of up-378 

channel flows decreases significantly for smaller channel depths and/or reduced stability 379 

frequency. The existence of vertical density stratification is an essential condition for the 380 

proposed upwelling mechanism. c) Predicted up-channel speeds vary by only <10% for 381 

variations of vertical eddy diffusivity, Dz, over 2 orders of magnitude. While variations of Dz 382 

influence the degree of near-bottom perturbations of the steady-state density field, the upslope 383 

particle flux remains largely unaffected by this. This implies that, under the assumption that 384 

particles remain suspended in the water column, vertical mixing is not required to create the 385 
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advective particle flux. Instead, the cause-and-effect relationship is the other way around. The 386 

Rossby-wave disturbance initiates an advective particle flux inside the channel that becomes 387 

modified by the ambient turbulence levels, that also influence the ambient density field. 388 

 389 

 390 

Figure 13: Structure of the upslope velocity component in the lowermost model layer along y = 391 

20 km for all (40) experiments listed in Table 1. Dashed blue lines show the results for three 392 

different narrow channels (W = 5 km; see Fig. 2a) in the presence of weak density stratification 393 

(N = 0.8610-3 s-1). Green curves show results for the three U-shaped channels (see Fig. 2b), red 394 

curves for the three wider channels (see Fig. 2b), all for the control configuration (N = 2.1710-3 395 

s-1. Note that axis of the zone of upslope flows is shifted upstream relative to the channel axis 396 

(highlighted by the arrow). 397 

      398 

 399 

Figure 14: Same as Fig. 9, but for the slow-flow experiment (see text) and for a total simulation 400 

time of 12 days. 401 

It is important to stress that the proposed upwelling mechanism still develops for weaker 402 

slope currents.  Figure 14 displays the results for a slope current of 5 cm s
-1

 in speed, noting that, 403 

in conjunction with weaker flows, the vertical eddy diffusivity has been reduced to a value of Dz 404 

= 0.002 m
2
 s

-1
, corresponding to a reduced Ekman layer depth of 𝐄 = √𝟐𝑨𝒛/|𝒇| 6.3 m. This 405 
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setting creates an up-channel flow of 3 cm s
-1

 and a distinct upslope transport route for 406 

negatively buoyant particles (Figure 14b). Indeed, such sediment transport routes rely on the 407 

existence of sufficiently high levels am ambient turbulence keeping the particles in suspension.        408 

 409 

Figure 15: Same as Fig. 9, but for a sign reversal of the Coriolis parameter, which 410 

creates a slope current propagating into the same direction as the topographic Rossby waves it 411 

creates. The red ellipse in panel b) denotes a zone of particle trapping. 412 

Finally, the author wishes to present a scenario that creates fundamentally different 413 

results, namely that of a slope current that travels into the same direction as topographic Rossby 414 

waves. Standing Rossby waves cannot form in this case, and neutrally buoyant particles are 415 

advected with little interaction across the submarine channel (Figure 15a). On the other hand, 416 

negatively buoyant particles become trapped in a zone of horizontal flow convergence, but 417 

without any signs of upwelling (Figure 15b).    418 

4 Conclusion 419 

This work reveals a physical process that operates to return particulate matter upslope on 420 

continental margins inside deep-sea submarine channels. This upslope sediment transport is 421 

made possible from the interaction of a slope current that, due to water-column stretching, 422 

creates a narrow zone of upslope flow along the submarine channel. This disturbance is the 423 

starting point for the creation of a stationary topographic Rossby wave. Due to diffusive 424 

countereffects, the ambient stratified water column is not significantly affected by this wave. 425 

Hence, the density field does not infer the existence of swift diapycnal currents. The associated 426 

bottom-intensified velocity field creates a distinct pathway for the upslope transport of 427 

suspended particles that upwell over depth ranges of kilometres on short timescales of days. If 428 

energetic enough, the up-channel flows may create their own turbulence hindering sediment 429 

settling. Otherwise, tidal currents and/or internal waves, not considered in this study, may assist 430 

in keeping particles in suspension, as observed in the upper Whittard Canyon (Amaro et al., 431 

2015; 2016). 432 
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Field observations inside the Whittard Canyon (NE Atlantic) provide evidence of 433 

continuous up-canyon currents, which agrees with the findings presented here, but there are no 434 

direct records of ambient slope currents, which makes the agreement incomplete. More field 435 

studies including mooring observations adjacent to submarine channels/canyons are required to 436 

verify the proposed mechanism. Future theoretical studies should consider more realistic 437 

representations of bathymetry, turbulence, suspended sediment dynamics and seabed 438 

interactions, which were highly simplified in this work.      439 
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Figure captions 575 

 576 

Figure 1: Model bathymetry for experiment A (see Fig. 2a). Arrows indicate the direction of the 577 

ambient geostrophic flow. The red line indicates the deployment region of Lagrangian floats. 578 

Figure 2: Different shapes of submarine channels considered in a sequence of model runs. Here 579 

x denotes the distance from the channel axis, and z the bathymetry relative to the ambient 580 

seafloor. Experiments A, B and C denote configurations of experiments that are discussed in 581 

detail in the text.  582 

Figure 3: No-channel experiment. Trajectories of 2000 particles with a settling speed of a) ws = 583 

0 mm s
-1 

and b) ws = -5 mm s
-1

. The lines are steady-state isohalines of the salinity field in the 584 

bottom-nearest model layer. “Up” refers to the percentage of particles that reach a water depth 585 

>1500 m after 10 days of simulation. 586 

Figure 4: No-channel experiment. (a) Hodograph of bottom-parallel velocity components in the 587 

bottom Ekman layer, shown at a depth interval of 2 m. The open circles show the results for the 588 

control configuration, the filled circles for a neutral density field (N = 0). (b) Comparison of 589 

relative salinity changes induced by horizonal advection and vertical diffusion terms in equation 590 

(4) at different depth levels above the seafloor. Positive y values correspond to a relative salinity 591 

increase due to upslope advection. The broken line denotes the steady-state situation in which 592 

vertical diffusion effects fully offset horizontal advection effects. 593 

Figure 5: Schematic of an advective-diffusive balance facilitating an upslope sediment flux at 594 

continental margins.  595 

Figure 6: Experiment A. Horizontal distributions (think lines and shading) after 5 days of 596 

simulation of a) sea-surface elevation (cm), b) near-bottom salinity anomalies, and c) upslope 597 

velocity component v (m s
-1

). Thick lines are bathymetric contours (CI = 100 m). Arrows are 598 

horizontal velocity vectors.   599 

Figure 7: Experiment A. Vertical transect at x = 35 km (along the channel axis) after 5 days of 600 

simulation of a) salinity anomaly (relative to a constant value of 34; color shading and contours), 601 

and b) upslope velocity component (m/s; color shading and contours). In this display, the salinity 602 

and velocity fields in  coordinates were mapped onto a Cartesian coordinate system with a 603 

vertical grid spacing of 1 m. 604 

Figure 8: Same as Fig. 4b, but for Experiment A after 5 days of simulation. 605 

Figure 9: Same as Fig. 3, but for Experiment A.  606 

Figure 10: Experiment A. Velocity components u and v (cm/s) across the submarine channel at y 607 

= 20 km (where the ambient total water depth is 1500 m). The gray curve shows bathymetric 608 

variations. The yellow bar illustrates the zone of horizontal convergence around a vanishing u in 609 

conjunction with upslope flow (v > 0).  610 

Figure 11: Same as Fig. 6, but for Experiment B (see Fig. 2a). 611 
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Figure 12: Same as Fig. 9, but panels a) and b) show the results for Experiment B, and panels c) 612 

and d) for Experiment C (see Fig. 2a). The red circles denote local trapping zones. 613 

Figure 13: Structure of the upslope velocity component in the lowermost model layer along y = 614 

20 km for all (40) experiments listed in Table 1. Dashed blue lines show the results for three 615 

different narrow channels (W = 5 km; see Fig. 2a) in the presence of weak density stratification 616 

(N = 0.8610
-3

 s
-1

). Green curves show results for the three U-shaped channels (see Fig. 2b), red 617 

curves for the three wider channels (see Fig. 2b), all for the control configuration (N = 2.1710
-3

 618 

s
-1

. Note that axis of the zone of upslope flows is shifted upstream relative to the channel axis 619 

(highlighted by the arrow). 620 

Figure 14: Same as Fig. 9, but for the slow-flow experiment (see text) and for a total simulation 621 

time of 12 days. 622 

Figure 15: Same as Fig. 9, but for a sign reversal of the Coriolis parameter, which creates a 623 

slope current propagating into the same direction as the topographic Rossby waves it creates. 624 

The red ellipse in panel b) denotes a zone of particle trapping. 625 
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Table 1: Parameter settings and variations 

 

Parameter Symbol Unit Control value Variations 

Ambient flow speed U cm/s 20  5, 10 

Channel widtha W km 5 10 

Channel deptha H m 100 0, 50, 200 

Stability frequency N 10-3 s-1 2.17 0.86, 1.91, 3.82 

Coriolis parameter f 10-4 s-1 -1.0 -0.8, -1.2, -1.4 

Vertical eddy diffusivity DZ 10-2 m2/s 2.0 0.02, 0.2, 0.5, 5.0 

Horizontal eddy diffusivity DH m2/s 1.0 5.0, 10.0 

Bed roughness length  mm 2.0 0.2, 10.0 

Bottom drag coefficientb CD 10-3 4.3 2.3, 7.9 

Ambient bottom inclination s m/km 25 (1.4o) 17.5, 32.5 (1o-1.9o) 
aAdditional experiments consider U-shape and V-shape channels (see Figure 2b).  
bValue corresponding to , calculated from (2).  
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