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Event-based cameras are sensitive to brightness changes and can cap-
ture rich temporal information with very high temporal resolution,
which has great potential for motion segmentation of moving objects.
Under static background, events are only triggered by motion of objects,
thereby moving objects can be easily segmented. However, in many
real-world applications, events are also be triggered by the motion of
camera or background and submerge the ones corresponding to mov-
ing objects. In this letter, we propose an event-based motion segmen-
tation method to segment moving small objects in events obtained
from the wild. First, motion estimation is performed to align the events
triggered by the background. Then, candidate events corresponding to
moving objects or moving backgrounds are detected. Finally, motion
information is adopted to segment the events of moving small objects
from the ones triggered by the background. In addition, we develop
the first dataset for event-based motion segmentation of small objects,
namely EMSS. Experimental results demonstrate the effectiveness of
our method and show that our method can achieve robust motion seg-
mentation of small moving objects in the wild.

Introduction: Event-based cameras are bio-inspired vision sensors [1]
with four unique advantages, including high temporal resolution, high
dynamic range, low power consumption, and low amount of data. Event-
based camera output asynchronous spatio-temporal pulse signal (i.e.,
event) when intensity changes at the time they occur. Each event is
defined as 𝑒 = (𝑥, 𝑦, 𝑡 , 𝑝) , where x and y are spatial locations, t is a
timestamp, and 𝑝 ∈ {−1, 1} indicates whether the intensity is increased
or decreased [2].

The attractive properties of event cameras have enabled numerous
computer vision tasks, such as feature tracking [3, 4], simultaneous
localization and mapping (SLAM) [5, 6] , and computational photog-
raphy [7, 8]. Since event cameras are sensitive to moving objects and
can capture rich temporal information, it is natural to segment moving
objects using event data.

Mitrokhin et al. [9] proposed a neural network for event-based motion
segmentation in indoor scenes. Zhou et al. [10] cast the motion seg-
mentation problem as an energy minimization and use spatio-temporal
features of the event data for motion segmentation. Lu et al. [11] pro-
posed a cascaded multi-model fitting method to segment moving objects,
which achieves superior performance. However, these motion segmen-
tation methods focus on large objects (e.g., cars and pedestrians) and
cannot be directly applied to small objects.

Due to the lack of texture and shape information, it is challenging
to segment small moving objects from the event data, especially in the
wild.

Recently, Shu et al. [12] first studied the motion segmentation prob-
lem of small objects and proposed to conduct segmentation in the pro-
jected image of events. Nevertheless, this method inevitably introduces
information loss in temporal domain and brings redundant computation.

In this letter, we propose an event-based motion segmentation method
to segment small moving objects directly from spatio-temporal events
acquired in the wild.

Our method consists of three stages, as illustrated in Fig 1. First, event
registration is performed to align events triggered by the motion of cam-
era or background. Then, events corresponding to the motion of objects
are detected from the aligned events via multi-scale progressive cluster-
ing. Since event registration aligns events produced by the background,
the events corresponding to the moving objects can be then segmented.

The main contributions of this letter are summarized as follows:
1. We propose an event-based motion segmentation method to segment

small moving objects in the wild. To the best of our knowledge, our
method is the first attempt to achieve motion segmentation of small
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Fig 1 An overview of our method.

objects from event data acquired from the wild.
2. We develop the first dataset, namely EMSS, for event-based motion

segmentation of small objects. Our dataset provides a benchmark for
performance evaluation.

3. Experiments show that our method produces promising motion seg-
mentation results on real-world event data.

The Proposed Approach: The main idea of our method is to segment
moving small objects directly from spatio-temporal events. Our method
consists of an event registration stage, a candidate event detection stage
and a motion segmentation stage.

Event Registration: Given an event stream acquired in the wild, the
events are triggered mainly by three different sources: the motion of
objects, the motion of camera or background, and the intensity changes
caused by the thermal noise of the camera. The events produced by the
thermal noise are randomly scattered in the spatio-temporal space and
quite different from the trajectories of moving objects. However, the
events triggered by the motion of camera or background are usually sim-
ilar with object trajectories. Consequently, we are motivated to perform
event registration to align these events. For events produced within a nar-
row temporal window (𝑡1, 𝑡2) , the motion of the camera or background
can be considered as rigid motion. Consequently, our goal is to estimate
the offset (△𝑥, △𝑦) from time 𝑡1 to time 𝑡2 and then the events produced
within this window can be aligned. To achieve efficient motion estima-
tion, a simple yet effective method is adopted. First, events triggered at 𝑡1
and 𝑡2 are projected onto images to produce 𝐼𝑡1 and 𝐼𝑡2 . Then, an image
registration based on pyramid method is used to estimate offsets in the
frequency domain [13].

Candidate Event Detection: As analyzed above, the moving of objects
and background triggers events in the event stream. The faster the objects
move, the higher density the event data is. Motivated by this, we detect
candidate events based on their local density in a spatio-temporal neig-
borhood. For any event 𝑒 = [𝑥1, 𝑦1, 𝑡1 ]𝑇 in the event stream, its 𝑘 near-
est neighbors are used to calculate their average distance to event 𝑒. The
lower the distance is, the higher density the local neighborhood is. Then,
events with local distance lower than the threshold 𝑏 are detected as
candidate ones. Since events triggered by thermal noise are random and
sparse, these events can be easily excluded after this stage. Our method
is summarized as follows:

Algorithm 1 Candidate event detection

1: Input: event stream 𝐴 = [𝑋,𝑌 , 𝑇 ]𝑇 ,neighbor parameter 𝑘, seg-
mentation threshold [𝑎, 𝑏]

2: for each event 𝑎 = [𝑥, 𝑦, 𝑧 ]𝑇 ∈ 𝐴 do
3: Calculate the Euclidean distance between event 𝑎 and other

events: 𝑑𝑖𝑠1, 𝑑𝑖𝑠2, 𝑑𝑖𝑠3 ...
4: Find 𝑘 events with the nearest Euclidean distance.
5: Calculate the average distance of 𝑘 events: 𝑑𝑖𝑠𝑚𝑒𝑎𝑛

6: end for
7: Find all events which 𝑑𝑖𝑠𝑚𝑒𝑎𝑛 ∈ [𝑎, 𝑏]
8: Output:The index of events that meet the conditions.

Motion Segmentation: Although events triggered by moving objects can
be detected after candidate event detection, events produced by moving
background are also detected as candidates. To handle these false alarms,
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(a) (b) (c) (d) (e)
Fig 2 Visualization of examples in the proposed dataset. (a), (b), (c), and (d) are real scenes while (e) is a synthetic scene.
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Fig 3 Motion segmentation results produced by our method. (a) and (b) are two indoor scenes while (c) and (d) are two outdoor scenes.

motion information is further exploited to segment moving objects from
moving backgrounds. After event registration, the motion of events trig-
gered by backgrounds are compensated. Consequently, the events trig-
gered by moving objects can be segmented. First, for each event 𝑒, its 𝑘
nearest neighbors along the temporal dimension are selected and ranked
as a queue. Then, 𝑛 points at the begining and the end are used to calcu-
late two centroids, respectively:

𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑏𝑒𝑔𝑖𝑛 =

(
1
𝑛

𝑛∑︁
𝑖=1

𝑥𝑖 ,
1
𝑛

𝑛∑︁
𝑖=1

𝑦𝑖

)
(1)

𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑒𝑛𝑑 =

(
1
𝑛

𝑘∑︁
𝑖=𝑘−𝑛

𝑥𝑖 ,
1
𝑛

𝑘∑︁
𝑖=𝑘−𝑛

𝑦𝑖

)
(2)

Next, a motion amplitude is calculated using these two centroids:

𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 =


𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑏𝑒𝑔𝑖𝑛 −𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑒𝑛𝑑




2 (3)

Finally, events with motion amplitudes larger than a threshold 𝑑 are
separated as the events corresponding to moving objects. After event
registration, events triggered by the motion of backgrounds are aligned
such that their motion amplitudes are relatively small. In contrast, events
corresponding to moving objects have much larger motion amplitudes.

Experiments: In this section, we first introduce the datasets and experi-
mental details. Then, we conduct performance evaluation on our dataset.
Finally, ablation experiments are conducted to validate the effectiveness
of our method.

Datasets and Experimental Settings:

Dataset: We develop the first dataset for event-based motion segmenta-
tion of small objects, namely EMSS.1 Our dataset consists of 11 video
sequences and covers indoor and outdoor scenes with both synthetic
and real objects. Specifically, we first used the CeleX5 event camera
to acquire numerous video sequences in the wild. Then, synthetic mov-
ing objects were added to sequences without moving objects to generate
synthetic sequences.

1 https://github.com/as513621939/EMSS

Evaluation Metrics: We adopt the widely used Intersection over Union
(𝐼𝑜𝑈) metric for quantitative evaluation. For each event stream, the 𝐼𝑜𝑈
score is calculated as:

𝐼𝑜𝑈 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃 + 𝐹𝑁
× 100% (4)

where 𝑇𝑃, 𝐹𝑃, and 𝐹𝑁 represent true positive, false positive, and false
negative points, respectively. In addition, 𝐹1 score is also adopted as the
evaluation metric:

𝐹1 =
2𝑃 · 𝑅
𝑃 + 𝑅

(5)

where P and R represent the precision and recall, respectively.

Implementation Details: All experiments in this paper were conducted
on a PC with an AMD Ryzen 7 3700X CPU using PyTorch platform.

Performance Evaluation: We compare our method with three rep-
resentative methods, including an event-based motion segmentation
method EV-Segment [14], a filter-based method [16], and a cluster-
based method [15]. Note that, EV-Segment is developed for large object
motion segmentation. Quantitative results are presented in Table 1, while
visual results are shown in Fig 3. From Table 1, we can see that our
method outperforms other approaches by notable margins on most sce-
narios. Specifically, on the indoor scene (scene 2), our method produces
much higher 𝐼𝑜𝑈 and 𝐹1 scores (80.18/0.8899) as compared to [23].
Moreover, it can be observed from Fig 3 that our method can accurately
segment the trajactories of small moving objects even under complicated
environments.

As can be seen from the Table 1, our method has achieved good
results in the real scene, especially in the indoor scene, it can accurately
segment the small moving objects, but there will be more false alarms
in part scene. Performance has some disadvantages compared with the
method [16].

Ablation Experiments and Parameter Analyses:

Ablation Experiments: To exclude events triggered by the background
during motion segmentation, event registration is performed to align the
events produced by background. To demonstrate its effectiveness, we
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Table 1. 𝐼𝑜𝑈 and 𝐹1𝑠𝑐𝑜𝑟𝑒𝑠 achieved by different methods.

Method
Statistical filter [14] EV-Motion [15] Euclidean cluster [16] Ours

𝐼𝑜𝑈 𝐹1 score 𝐼𝑜𝑈 𝐹1 score 𝐼𝑜𝑈 𝐹1 score 𝐼𝑜𝑈 𝐹1 score

Scene1(indoor) 2.62 0.0511 5.89 0.1111 31.96 0.4836 62.28 0.7675

Scene2(indoor) 14.74 0.2568 9.72 0.1771 40.43 0.5757 80.18 0.8899

Scene3(outdoor) 3.16 0.0612 5.38 0.1019 48.87 0.5785 61.85 0.7635

Scene4(outdoor) 6.15 0.1159 11.78 0.2103 80.01 0.8877 77.06 0.8704

Scene5(synthetic) 13.3 0.2241 20.25 0.3096 56.44 0.6960 73.12 0.8090

Average 8.00 0.1419 10.60 0.1820 51.54 0.6443 70.90 0.8201

removed the event registration stage and directly perform motion seg-
mentation on raw event streams.

Table 2. 𝑚𝐼𝑜𝑈 and 𝐹1 score achieved by our method with different
settings.

Cluster Reistration Segmentation 𝑚𝐼𝑜𝑈 𝐹1 score

✓ 66.38 0.7964

✓ ✓ 67.96 0.8047

✓ ✓ 66.53 0.7974

✓ ✓ ✓ 70.34 0.8228

It can be observed from Table 2 that event registration introduces
notable performance improvements, with 𝑚𝐼𝑜𝑈 being improved from
66.38 to 67.96. This demonstrates that event registration is beneficial to
the motion segmentation. It can be seen that the horizontal offset deci-
sion without registration is not good for the segmentation gain, and the
𝑚𝐼𝑜𝑈 is increased by 0.15, which is because the background is not reg-
istered and also has a large offset in the horizontal direction, while the
offset decision after registration shows an 𝑚𝐼𝑜𝑈 gain of 3.62.

Fig 4 Results achieved by our method with different parameters.

Parameter Analyses: The key parameters in our method are the number
of nearest neighbors 𝑘, the segment threshold 𝑏 and the offset threshold
𝑑. We further conduct experiments to investigate their effects to the per-
formance of our method. From Fig 4 we can see that the 𝐼𝑜𝑈 and 𝐹1
scores of our method first increases as the number of nearest neighbors
𝑘 increases. Then, when 𝑘 is larger than 38, increasing 𝑘 cannot obtain
further gain and introduce notable performance drop. Consequently, 𝑘 is
set to 35 as the default setting of our method. The segment threshold 𝑏

shares a similar observation with 𝑘 and 𝑏 = 4.1 achieves the best perfor-
mance. Therefore, we use 𝑏 = 4 as our default setting. The increase of
threshold 𝑑 can significantly inhibit the generation of false alarm points,
so with the increase of 𝑑, 𝐼𝑜𝑈 and 𝐹1 scores increases gradually, and
reaches the optimal value when it exceeds 4.2. Therefore, we use 𝑑 = 4
as our default setting.

Conclusion: This letter introduces an event-based motion segmentation
method for small objects in the wild. Our method first conducts event

registration to align events triggered by the background. Then, detection
and segmentation model are used to directly segment the trajectories
of small moving objects in the spatio-temporal event data. In addition,
we propose the first dataset for motion segmentation of small objects.
Experiments demonstrate the effectiveness of our method and show the
promising performance produced by our method.
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