A Time Series Classification Dataset Based on the Average Price of Concrete in major Cities in China
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Running head：A Dataset for Time Series Classification.
Abstract Time series classification (TSC) is an important and challenging problem in data mining. Time series data sets are an important basis for this research and are widely used in baseline verification of various algorithm models. Aiming at the problem that there are few domestic data sets and the current TSC data set is relatively old, a new data set for TSC task is established based on the average price data of concrete in major cities in China, which provides new data support for the research of TSC algorithm. We made use of the data center of Oriental Fortune to disclose the sample data of the average price of concrete from 2013-10-23 to 2021-01-20, created 730 autoregression-based series data sets by using sliding windows of different lengths, and then selected the appropriate sliding window length through machine learning model verification, finally, convolutional neural network (CNN) and long and short memory (LSTM) network, which are good at processing temporal features, are used to verify the data and prove the validity of the dataset. The dataset is freely available at https://gitee.com/lq2012/tsc-dataset.
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1 Introduction
Any type of data acquisition with a certain ordering regularity will generate time series, which makes this type of data very common in data mining problems [1]. There are many ways to apply time series data. Reference [2] reviewed in-depth 3 important applications of learning to time series data:
Classification: Commonly used in supervised learning, reference [3] studies a time series classification algorithm based on fully convolutional networks.
Prediction: Based on the fluctuation rule of historical time series data, the trend of future fluctuation is predicted. Reference [4] considers the correlation between space and time and proposes a new traffic flow prediction method based on deep learning.
Anomaly detection: Reference [5] applies the unsupervised feature learning architecture of Deep Belief Network (DBN) to anomaly detection of sleep data.
The three types of applications summarized in reference [6] often overlap and have similarities. For example, anomaly detection can be converted into dichotomies through supervised learning to mark whether the heart is abnormal or not, while the stock prediction problem is also a three-classification problem with price rising, falling or unchanged in many cases. Therefore, time series classification (TSC) is an important and challenging problem in data mining [7], hundreds of TSC algorithms have been proposed since 2015 [8], and all of these algorithms need to use data sets for validity verification. Time series classification data sets are an important basis to support TSC research.
At present, the research focus of foreign researchers is mostly in the field of computer vision [9,10,11]. Reference [9] discloses a data set based on Cityscapes for urban scene understanding through data screening and re-labeling, which is of great significance for the research of autonomous driving. Reference [10] studies a dataset for action classification in videos, which contains 400 human actions and provides 400 video clips for each action, which is significant for human motion capture research in computer vision. Reference [11] proposed a Fashion MNIST dataset which is intended to be a direct substitute for MNIST dataset, it has the same size, data format and split structure of training set and test set as MNIST dataset, which is of great significance for benchmark testing of machine learning algorithms. It has been cited by many scholars engaged in deep learning research [12,13].
Domestic data set researchers usually focus on one industry. LingLi Zhou et al. [14] provided a large-scale tomato image data set that can be used for image semantic segmentation, image instance segmentation and target detection tasks, providing a data basis for solving problems in agriculture by using computer vision technology. Dong Liu et al. [15] introduced a remote sensing monitoring dataset of monthly average transparency of large lakes in China. The open sharing of this dataset is of great significance to the research and development of lake water environment in China. Zheng Shi et al. [16] created a domestic film information database for box office revenue prediction, and verified the validity of the database by comparing it with the prediction of foreign databases.
The last major update to the world's largest open source time series classification archive website (UCR Time Series Classification Archive) was done in the fall of 2018, making the dataset currently used for benchmarking the TSC algorithm rather old. In this paper, the data of average price of concrete in China between 2013-10-23 and 2021-01-20 were collected from Oriental Fortune, which were used to construct multiple time series classification data sets with different feature lengths, and the appropriate feature lengths were selected by machine learning algorithm.	Convolutional neural network (CNN), which is good at mining spatial features of data, and long and short memory network (LSTM), which is good at extracting temporal features of data, are used to verify the validity of data sets.
Section 2 of this paper introduces the process of creating time series classification datasets, Section 3 introduces the selection of time series feature lengths, Section 4 uses CNN and LSTM networks to verify the validity of the dataset, and Section 5 is the conclusion.
	
2. Dataset Creation
2.1 Related concepts
References[17,18] divides time series into univariate time series (UTS) and Multivariate Time series (MTS)，there are also literatures that describe the Multivariate Time series as m-dimensional time series, the translation of the former is closer to the essence of data structure, while the latter is closer to linguistic description. Referring to the description of time series in [17,19], UTS and MTS are defined as follows:
Definition 1: Univariate time series (UTS)   is a group of ordered actual observed values, the length of X is T, and .
Definition 2: Multivariable time series (MTS)   contains M different univariate time series, and .
Definition 3: Dataset  is the set of time series ,  is the feature data of time series, and  is the one-hot label vector corresponding to  or the natural number label starting from 0.
The research purpose of this paper is to use the average price data of concrete in major cities in China to create a univariate autoregressive series for the baseline test of TSC task model and algorithm. Autoregressive sequence (ARS) is a special kind of time series, as the name suggests, it does not use feature data X to predict classification label y, but uses X to predict X itself, which is a regression of the variable itself, the basic logic of autoregressive sequence can be described by the following formula:

If the data of  is used to predict the result of , it is called a 1st-order autoregressive sequence model or ARS(1), at this time , so that By analogy, the ARS(2) model can be described as , and the ARS(p) model can be described as .
Reference [20] believes that in many cases, the relationship between past and future observations is not deterministic, which is equivalent to expressing conditional probability distribution as a function of past observations, and the formula is described as follows:


2.2 Data acquisition and preprocessing
In this paper, continuous price changes in a period of time are used to form a time series to predict whether concrete prices will rise, fall or remain unchanged in the next 10 days, so the autoregressive model can be described as 

The original data obtained from the website by crawler technology only contains date and price, and there are altogether 1789 original data samples. The original data is not continuous, and some date data is vacant, in order to make the original data complete and continuous, the blank data needs to be filled.
If the sample with statistical date D has samples with date D-1, we call the sample with date D continuous; otherwise, sample D is discontinuous. In order to select an appropriate blank data filling method, we conduct basic statistics on the continuous data in the original sample, and the statistical results are shown in Table 1.
Table 1 Original sample price movement statistics
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The price movement in Table 1 refers to the change trend of the price on date D relative to date D-1, in which the data with unchanged price accounts for 65% of all continuous samples. Therefore, we have reason to believe that the main reason for the data vacancy is that the price has not changed, so if the data on date D is vacant, the price data on date D-1 shall be used for completion. In addition, in the pre-processing stage of data, several new fields need to be added to assist the creation of dataset:
day1AheadPrice: Yesterday's price, for the data of date D, it means the price of D-1 day,
day10AheadPrice: The price 10 days ago, for the data of date D, it means the price on D-10,
day1AheadDelta: The increment of the price of date D relative to the price of date D-1, the formula is ,
day10AheadDelta: The increment of the price of date D relative to the price of date D-10, the formula is ,
label: The label field corresponding to the time series feature data, describing the change of the current price relative to 10 days ago, the formula is
.
On the basis of the above data processing, we can use the sliding window to construct the autoregressive time series, the length of the sliding window determines the length of the time series features. Taking sliding window length T=3 as an example, the label field of date D is used as the label of time series, and the label vector  is constructed by one-hot encoding, the day1AheadDelta field of date D-1, D-2 and D-3 is used to construct the feature vector  corresponding to label vector . The original data is rolled forward one by one to construct time series data (), thus constructing a time series dataset  .
For time series data sets, the selection of feature length T is a problem that needs further observation. According to the above scheme, we set the minimum value of window length as 2 and maximum value as 365*3, select the feature length interval , set the step size to 3, and create a total of 730 datasets from small to large feature lengths to be tested,  at this time the feature length set of 730 datasets is .
The number of constructed time series samples will change with the change of time series length T. The relationship between the number of original data samples , the number of constructed time series  and the length of time series T is expressed as  In addition, the number of data samples of the three labels in the constructed time series dataset is quite different, and the degree of unevenness is related to the length (window) of the time series. Table 2 shows the quantity distribution of the three types of label data for some time series lengths.
Table.2 Sample label distribution under different feature lengths
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3	Selection of Feature Length
For many mature application scenarios, the choice of feature length is a question with mature answers, such as a heartbeat fluctuation dataset that detects whether the heartbeat is abnormal, while for a brand-new application scenario, when creating a time series dataset, the selection of feature length is an issue to be investigated.
	As described in the previous section, the data of the three labels in the data set are unbalanced, which will affect the performance of prediction. In order to improve the accuracy of prediction, data sampling of the time series data set is required. Sampling strategy is as follows: repeatable up-sampling is carried out for the samples with a small sample ratio of Label =1 and label=2, so that the data ratio of the three labels is close to 1:1:1.
The function  represents the prediction accuracy of the model M with the given parameters as a function of the time series length T. We use linear regression model, decision tree model, and random forest model that have the best performance in the classification domain to perform accuracy tests on 730 candidate datasets. The horizontal axis of the curve is the feature length, and the vertical axis is the accuracy.
	[image: ]
Fig.1 Machine Learning Classification Accuracy Curve under Different Length Time Series
As shown in Figure 1, the highest classification accuracy of the three machine learning models in 730 data is 0.912, random forest model performs the best, decision tree model is the second, and linear regression model is the worst. For decision tree model and random forest model, when the long march length is greater than 100, the  function curve tends to converge, so if a decision tree model or a random forest model is used to make predictions on this dataset, any length of the dataset feature greater than 100 is appropriate, choosing a larger feature length may give the model more room to play, and it will also increase the consumption of computing power. For the linear regression model, when feature length is greater than 500, the  function tends to be stable, but it is still slowly improving, so a larger feature length is needed to improve the prediction performance, but this is obviously not a good choice. 
In order to further observe the performance of the three models on these datasets, we screened out the top 10 data with the highest prediction accuracy and presented them in the form of scatter graph to observe the distribution of data. As shown in Figure 2, since 170 is free outside, we first exclude it, and the optimal feature length is concentrated in two intervals of 800-900 and 1000-1091.
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[bookmark: _Hlk97996328]Fig.2 Top10 Feature Length Scatter Plot
	The following work is to choose an appropriate feature length between 800-900 or 1000-1091. We use appropriate rather than optimal because this optimal value is different for different models and different model parameters. Table 3 shows the above top10 data in a table to observe the detailed differences between the values. After excluding the unexpected value of 170, although the prediction accuracy of the 1000-1091 interval is slightly higher than that of the 800-900 interval, but it also brings additional computational overhead, therefore, we prefer to choose the interval of 800-900. In the interval of 800-900, it is appropriate to choose any one of the values.
Finally, the feature length of the dataset we selected was 836, at which time the random forest model achieved 0.901 classification accuracy. An important reason for us to choose 836 is that 836 can perform multiple forms of multiplicative decomposition, such as 11 ×76,19 ×44,22 ×39, which is very important for data training using convolutional neural network (CNN)
Table.3 Best accuracy top10 statistics
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4	Dataset Validation
Convolutional Neural Network (CNN) is good at mining the spatial features of data, and Long Short-Term Memory (LSTM) Network, as the representative of Recurrent Neural Network (RNN), is very good at mining the time-series features of data, which makes CNN and LSTM network widely used in various time series classification tasks, this is why we use them to validate the usability of the dataset. Since this is a verification experiment, this paper only uses a very simple network model, and does not deliberately design the network architecture or perform complex network parameter tuning.
After pre-sampling, the total number of samples of the time series dataset with feature length T=836 is 2523. The total samples are randomly sampled, 90% of the total samples are used as the training set, and 10% of the total samples are used as the test set, so as to obtain 2271 training set samples and 252 test set samples, in addition, the test set samples include 88 samples with label 0, 87 samples with label 1, and 77 samples with label 2, it can be seen that the number of samples with three types of labels is close, which meets the requirements of data science.

4.1	Convolutional Neural Network Verification
	The article designs a simple convolutional neural network for the usability verification of the dataset. This network only contains an input layer, a convolutional layer, a pooling layer, a fully connected layer and an output layer, and we only did a simple tuning of the network.
[image: ]
Fig.3 CNN Architecture
	The CNN architecture adopted in the experiment is shown in figure 3. A time series with a length of 836 can be regarded as an image data with a shape of (11,76) after folding, so as to be directly learned by CNN. The convolutional layer of CNN contains 20 convolution kernels of shape (3,3), the output of the convolutional layer is input to the fully connected layer through the maximum pooling of shape (2,2), finally the classification results are obtained through the SoftMax function.
Table.4 Prediction results of CNN 15 rounds of training
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	 The above CNN model was used to run the training dataset for 15 epochs, and after each epoch, perform a prediction test on the test dataset to observe the performance of the model. Table 4 shows the running results of the experiment. It is not difficult to see that after 9 rounds of training, the prediction accuracy, precision, recall, and F1 score are all stable at 0.92~0.94.

4.2 Long-Short Term Memory Network Verification
In this paper, a simple long-short term memory network is designed for the usability verification of the dataset. As shown in Figure 4, 836 time series features are input to the first LSTM layer for features capture and output a feature vector of length 400, which are deep features captured from 836 time series inputs. After applying the RELU activation function to the output of the first LSTM layer, the output data is passed to the second LSTM layer, which outputs 200 high-level features and continues to apply the RELU activation function to pass forward. After feature extraction of 2 LSTM layers, feature data will be passed to the fully connected layer, which will further compress the number of features to 50, and apply the RELU activation function to pass the output to the output layer, which completes the classification task through SoftMax function. The classification result is the one-hot encoded classification vector, and the classification results are displayed in the form of vectors after one-hot encoding.
[image: ]
Fig.4 LSTM Network Architecture
The above LSTM network model was used to run the training dataset for 15 epochs, and after each epoch, perform a prediction test on the test dataset to observe the performance of the model. Table 5 shows the running results of the experiment. It is not difficult to see that after 13 rounds of training, the prediction accuracy, precision, recall, and F1 score are all stable at 0.90~0.92.
Table.5 Prediction results of LSTM 15 rounds of training
[image: ]
Experiments show that there is a close correlation between the feature vectors and label vectors of our time series dataset, and the time series classification dataset we created based on the average price of concrete in China can be used for baseline testing of TSC models and algorithms.

5 Conclusion
	In this paper, 730 time series datasets with different feature lengths are constructed by using the average price data of concrete in major cities in China, and then an appropriate dataset with a feature length of 836 is selected from the 730 datasets through prediction experiments of multiple machine learning algorithms, and CNN and LSTM network, which are widely adopted in time series classification tasks, were used to verify the usability of the dataset. Experiments show that our time series classification dataset can be used for baseline testing of TSC models and algorithms, which is beneficial to make up for the outdated problem of current TSC datasets.
	Of course, there are still some shortcomings in this dataset, although it is difficult to obtain classification accuracy of more than 98%, there are still problems such as relatively simple data set and high average accuracy of prediction.
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