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GPU through Google Colab, demonstrating superior performance compared to existing models across various video datasets,
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Abstract

Automatic Violence Detection and Classification (AVDC) with deep learning has garnered significant
attention in computer vision research. This paper presents a novel approach to combining a custom Deep
Convolutional Neural Network (DCNN) with a Gated Recurrent Unit (GRU) in developing a new AVDC
model called BrutNet. Specifically, we develop a time-distributed DCNN (TD-DCNN) to generate a compact
2D representation with 512 spatial features per frame from a set of equally-spaced frames of dimension
16090 in short video segments. Further to leverage the temporal information, a GRU layer is utilised,
generating a condensed 1D vector that enables binary classification of violent or non-violent content through
multiple dense layers. Overfitting is addressed by incorporating dropout layers with a rate of 0.5, while the
hidden and output layers employ rectified linear unit (ReLU) and sigmoid activations, respectively. The
model is trained on the NVIDIA Tesla K80 GPU through Google Colab, demonstrating superior performance
compared to existing models across various video datasets, including hockey fights, movie fights, AVD,
and RWF-2000. Notably, our model stands out by requiring only 3.416 million parameters and achieving
impressive test accuracies of 97.62%, 100%, 97.22%, and 86.43% on the respective datasets. Thus, BrutNet
exhibits the potential to emerge as a highly efficient and robust AVDC model in support of greater public
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1 | INTRODUCTION

Automatic Violence Detection and Classification (AVDC) of
video content has recently emerged as a critical problem"''2,
leading to an increased focus on using Deep Learning (DL),
computer vision, and image processing methods for flagging
unsuitable content and detecting violent behaviour?. Auto-
matic and real-time video analysis is imperative to identifying
violent offenders and maintaining the safety of cities*. De-
tecting violent behaviour is also a critical requirement in video
surveillance applications for facilities like prisons, mental or
elderly care facilities, and camera phones®. Besides, as visual
materials become more abundant on online platforms such as
YouTube, Facebook, Twitter, and Netflix, their open availability
and the lack of a suitable monitoring or certification body also
demand an automated classification of sensitive content”52,

safety, content moderation and censorship, computer-aided investigations, and law enforcement.
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However, accurately characterizing violence in multi-modal
video content is a formidable task, yet essential for the de-
velopment of an AVDC system. Violence in video content is
mainly characterized by conflict aggressiveness, damaging
conduct, psychological instability, and the deliberate use of
physical strength or force against another person or group.
These diverse attributes necessitate the spatial and temporal
analysis of the content to identify violent or hostile behaviour.
Furthermore, given the broad range of events and activities that
can be captured in the multi-modal video, such as surveillance
at correctional and elderly-care facilities, traffic, sports, and
social and online media, detecting violent behaviour in videos
has proven to be a challenging endeavour!, Addressing this
challenge has led to the development of various methods using
DL and Support Vector Machines (SVMs).

As a promising DL approach, DCNNs are recently used to
identify violent situations’“1%, While DCNN-based models
exhibit impressive image categorization and object recognition
abilities, they may encounter computational inefficiencies
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when applied to video analysis (see Sec. [2). Particularly, such
a model can analyse only one video frame at a time and cannot
identify visual data in a time series'#. To overcome this limi-
tation, sequential learning models such as RNN and LSTM are
used!2. LSTM, which contains three gates (input, output, and
forget gates) and a memory cell that stores previous sequence
information, is computationally expensive, which makes the
activity recognition system inefficient. In contrast, GRU, a
simpler RNN variant with two reset and update gates but no
memory cell, has a better ability to learn long-term sequences.

In this paper, a novel approach is proposed to utilize time-
distributed DCNN (TD-DCNN) with GRU in developing a
new AVDC system. Specifically, we developed BrutNet, a
customized TD-DCNN model combined with GRU, utilise
their strengths for AVDC with greater accuracy and efficiency.
BrutNet is designed to operate on video segments of 3-5 sec-
onds having a resolution of 160x90. We consider reducing the
number of convolutional layers while increasing the number of
hidden layers, to minimize the overall number of model param-
eters without making it susceptible to a vanishing gradient. The
model has been trained on the AVD dataset'®, and additionally
tested on the hockey-fights (HF)®, movie-fights (MF)® and
RWF2000%7 datasets to investigate its ability to accurately
classify violent and non-violent videos for various real-time
applications.

This paper provides a detailed account of the procedures
used, implementation strategies, and performance analysis for
the development of an AVDC system. In Sec. [2] we outline the
procedures and datasets used in other related works, followed
by the architecture and implementation details of the proposed
model, BrutNet in Sec. [3] The experiment settings including
dataset pre-processing and model evaluation approaches are
discussed in Sec. ] while Sec. [5 presents the results and
analysis demonstrating the violence detection and classification
performance of BrutNet. Finally, Sec. [ highlights our conclud-
ing remarks, summarizing the outcomes and significance of
our work, and potential avenues for future research.

2 | RELATED WORK

AVDC models are primarily developed for different scenarios
such as video surveillance, movie content detection, and traf-
fic monitoring™® % Irrespective of the scenario, DL based
approaches have recently shown great potential in violence
characterization using multiprocessing layer models, resulting
in significant improvements in AVDC through human activity
identification, image or video-based object or pattern recogni-
tion, anomaly detection, and emotion detection 202122 There
are several approaches for addressing these problems, and we
will analyse these models and datasets in this section that are
primarily developed for violence characterization.

21 | AVDC Models

Developing DL models requires several general considerations,
such as selecting the appropriate dataset for the target applica-
tion, selecting the appropriate neural network architecture, and
optimizing the model’s hyperparameters. The chronological de-
velopment of DL models for AVDC can be examined based on
different factors, such as spatial features, temporal features, or
hybrid approaches. Spatial feature based models typically han-
dle image recognition tasks, whereas temporal feature-based
models handle tasks involving sequential data. To address
complex tasks like activity recognition, hybrid approaches have
emerged to combine spatial and temporal features. To develop
our new BrutNet model, we studied these approaches based on
the features considered and identified gaps in the state-of-the-art
approaches for AVDC to address them in this paper.

2.1.1 | Spatial Feature-based Models

Most of the approaches that deal with the spatial features of
the dataset are DCNN based. DCNNs have significantly im-
pacted various domains of pattern recognition>*>*, For instance,
Das et al.** presented a technique for recognizing violence that
involves selecting several frames from each video segment us-
ing image removal and averaging and extracting lower-level
features using HOG. Subsequently, they utilized SVM, LDA,
Naive Bayes, and K-Nearest Neighbors (KNN) for classifi-
cation. Besides, Wang et al.2!! discussed the different CNNs
employed for video violence detection, their advantages, and
their drawbacks. The technique suggested by Honarjoo et al.*®
involves utilizing pre-trained deep neural networks, specifically
ResNet-50 and VGG16, to identify violent actions using ex-
tracted features from pre-trained models, providing a technique
with a minimal level of complexity for identifying instances of
violence.

Guedes et al.“ proposed a CNN and SVM classifier-based
strategy for identifying instances of aggressive behaviour in
video streams containing violent altercations. To identify and
locate violent activities in video surveillance, Roman et al.2®
used dynamic pictures to categorize a video as violent or non-
violent and then used CNNs and weakly supervised localization
algorithms to locate violent regions in HF, Violent Flows and
UCFCrime2Local datasets.

Similarly, Gruosso et al.”’ developed a content grading
system based on CNN for evaluating materials for children,
teens, and adults. They also created an algorithm to categorize
and restrict violent situations automatically. To train and ver-
ify the Inception v3 architectural model, they utilized a large
hand-labelled dataset containing visual components useful for
categorization. For model evaluation, they created an algorithm
to enhance the network performance for video input.
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2.1.2 | Temporal Feature-based Models

A few approaches have considered the temporal property of the
video datasets. Wang et al.*? demonstrated that DL approaches
based on RNNs, such as LSTM and GRU, outperform other
sequential models when used to predict traffic flow. Cheng et
al M introduced the RWF-2000 database, which contains 2,000
films recorded by security cameras in real-world scenarios
and utilizes 3D-CNN and optical flow. The model employed
self-learned pooling to adapt to both appearance and temporal
features.

According to Chatterjee et al.*Y, the purpose of their study
was to improve the categorization of violent and non-violent
actions in public settings. They employed a convolutional bidi-
rectional LSTM to identify violent activities, and the results
were compared to other techniques, demonstrating a higher
classification accuracy for the popular HF dataset.

213 |
els

Spatio-temporal Feature-based Mod-

To address the issue of activity detection considering both
spatial and temporal features, Ullah et al.™> proposed a DL
model. They employed a CNN network trained on two surveil-
lance datasets to detect a person in a surveillance stream
initially. They used an Efficient LiteFlowNet CNN and Deep
Skip Connection GRU (DS-GRU) based approach to learn
the spatio-temporal variations in a frame sequence for activity
detection.

Besides, Peixoto et al.2 proposed using two deep neural
networks (DNN) frameworks, C3D and CNN-LSTM, to de-
tect violence in movies. The frameworks were applied to learn
spatio-temporal information from video segments under subjec-
tive and conceptual scenarios. The fusion of ideas was analysed
as a whole to determine the higher-level notion of violence.
Besides, Ditsanthia et al.*? also suggested a DL-based video-
based AVD. They analysed the findings of numerous AVD
approaches and found ResNet50+LSTM to be the most accurate
on the common datasets like HF, MF and real-violent.

Recently, Vijeikis et al.** time-distributed MobileNetV2 and
LSTM-based model for addressing an efficient violence de-
tection problem. For higher classification accuracy, Ehasan et
al.* proposed an UNet + PatchGAN-based unsupervised ac-
tion translation network utilizing spatio-temporal features to
identify violent behaviours and overcome the problem related
to the insufficiency of relevant data. Similarly, Mohtavipour et
al *% proposed a multi-stream CNN-based AVDC approach. De-
spite the promising classification performance of this model, its
computational efficiency in terms of total parameters remains
suboptimal.

While studying all these approaches based on spatial and/or
temporal features, several other models like Efficient 3D
CNN=Z Xception + BiLSTM + Attentions=8, C3D52 AlexNet
+ LSTMHQ Hough Forests + 2D CNN% Three Streams
+ LSTM%2 MoSIFT#! motion intensities + AdaBoost*
ResNet50 + ConvLSTM2, Fine-tuned MobileNet# and Mo-
tion Blobs + Random Forest*” and Double-AE# have also
attempted to address the violence detection problems and
demonstrated notable results. Hence, to better understand the
progress of AVDC so far, the prominent approaches discussed
above have been summarized in the Table. 11

2.2 | Datasets

Most of the datasets used for violence identification are made up
of several video segments, have poor resolution, and are often
constructed on close-context examples, resulting in high false
positives from inadequate learning. So, it is crucial to use high-
resolution datasets to assess the resilience of violence detection
systems against false positives'®. Hence, we considered several
datasets that can overcome such limitations and help train a
more generalized model for AVDC. Some of these datasets
have been discussed in this section.

AVD Dataset. The AVD dataset is a recent and valuable
resource for studying violence detection with high-resolution
videos. The dataset consists of 350 video segments, each
captured at a resolution of 1920 x 1080 and a frame rate of
30fps. These video segments were categorized and labelled
as either violent or non-violent, forming the foundation of
the AVD dataset. The segment durations varied, ranging from
75 to 435 frames. To ensure unbiased evaluation, 80% (222
segments) were assigned to the training dataset, while the
remaining 20% (56 segments) were allocated to the validation
dataset. Notably, the dataset exhibited an inherent class imbal-
ance between violent and non-violent samples. The number
of samples in the violent class was approximately twice that of
the non-violent class. Consequently, addressing this variation
during training requires tailoring the weighted loss function
within the proposed BrutNet architecture.

HF Dataset. 1t is a popular and widely used dataset for vi-
olence detection. The videos mainly comprise different scenes
in several hockey matches. The dataset comprises a total of
1000 video segments. Each video segment of the dataset had
between 41 and 50 frames. These video segments were of two
types, 50% were with fighting scenes and 50% did not contain
any fighting scenes. The video segments with fight scenes were
considered to be violent scenes and the rest were considered
non-violent, hence, were labelled 1 and 0 accordingly. There
were 500 video segments for each type of sample.

MF Dataset. It is another popular dataset for violent con-
tent detection. It contains a total of 200 video segments. These
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TABLE 1 Summary of prominent approaches.

Model

Target Feature

Limitation

ResNet50 + LSTME3

spatio-temporal

Limitted to aggressive behaviour detection

Efficient 3D

spatio-temporal

Time-consuming on low-end devices

Multi-stream CNN36

spatio-temporal

Large number of model parameters

Hough Forests +2D CNN4l

spatial

Computationally expensive

Xception + BiLSTM + Attentions>8

spatio-temporal

Limitted to fighting scenario detection

Motion Blobs + Random Forest4J

spatio-temporal

Low accuracy Poor detection of continuous movement

Cc3p3 spatio-temporal Low accuracy & computationally expensive

AlexNet + LSTMH0 spatio-temporal Computationally expensive

Motion intensities + AdaBoost* spatio-temporal Poor detection of aggressive behaviours

ResNet50 + ConvLSTM4S spatio-temporal Low accuracy

UNet + PatchGANSS spatio-temporal Low accuracy

MobileNetV2 + LSTMB4 temporal Lack of diversity in used datasets

VGG1628 spatial Disregarded the sequential nature of activities in video frames
DWT-CNN-BiLSTM231 temporal Lack of diversity in used datasets

FIGURE 1 Samples of different datasets: (a) AVD Dataset, (b) HF Dataset, (c) MF Dataset and (d) RWF-2000 Dataset

segments are divided into two classes, fights and non-fights,
each class containing 100 segments. The fight scenes were
considered to be violent scenes and the non-fights scenes
were considered non-violent, hence, were labelled 1 and O
accordingly.

RWF-2000 Dataset. 1t is another dataset similar to HF and
MF datasets with 2000 samples, each containing 151 frames
with highly varying resolutions and aspect ratios. The total
dataset is labelled into two classes, fight and non-fight each with

1000 samples. The fight classes are considered violent classes
and non-fight classes are considered non-violent classes.

2.3 |  Scope of Development

The preceding discussion highlights an ample scope for enhanc-
ing the current AVDC approaches in terms of accuracy and
computational efficiency. To this end, we initially attempted
to develop BrutNet by combining a time-distributed DCNN
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and GRU-based architecture, and our early results presented
49 confirmed that it can reliably recognize and categorize the
visual content depending on the presence of violent actions.
Being trained on the AVD video dataset, that earlier approach
demonstrated a fairly high test accuracy of 90%.

However, a significant challenge in developing an efficient
AVDC system lies in striking a balance between performance
and the number of parameters in the model. Existing models
that focus solely on either spatial or temporal features of
video datasets have fewer parameters but tend to exhibit lower
accuracy. Conversely, models that incorporate hybrid (i.e.,
spatio-temporal) features tend to achieve higher accuracy
but at the expense of increased parameters, resulting in a
computationally heavy architecture.

Addressing the said trade-off necessitates redefining the
earlier architecture of BrutNet*? by reducing the number of
convolution layers while increasing the number of hidden
layers, and incorporating additional data pre-processing steps.
This approach aims to decrease the overall number of model
parameters without rendering it susceptible to the vanishing
gradient problem. As a result, the proposed new architecture of
BrutNet is expected to enhance both computational efficiency
and classification performance.

Furnishing with essential technical details of the new model
(Sec. [3), diverse training and testing using the widely used
AVD1% HF® MF® and RWF2000"7 datasets, and thorough val-
idation to demonstrate its anticipated improvement against the
other prominent models (Sec. [3), this paper aims to address the
aforementioned challenges and contribute to the advancement
of AVDC systems.

in

3 | ANEW BRUTNET MODEL

Development of an efficient AVDC system requires considering
both the spatial and temporal features of each video segment of
the considered datasets, while ensuring the number of parame-
ters is as low as possible to make our model computationally
efficient. We thus have designed BrutNet to incorporate the
spatio-temporal features of the wide-ranging violent scenes.
The primary processing phases of this system are depicted
in Fig. 2} In what follows, we present the architecture of the
proposed model (Fig. [3) that combines a custom TD-DCNN,
GRU and dense layers for AVDC. We also provide an essential
mathematical foundation for this development and specified
the parameters to highlight its computational requirements.

3.1 |  Architecture

As an AVDC model, BrutNet analyses pre-processed video
segments as a set of spatio-temporal data. Given that videos

consist of a sequence of images, it becomes crucial to capture
the temporal characteristics of specific features present in these
images to effectively detect activities within the video. In par-
ticular, after undergoing the pre-processing steps outlined in
section .1} each individual sample from the dataset, namely
video segments with dimensions (24, 90, 160, 3), is fed into
the BrutNet network. This fresh approach allows the model for
comprehensive analysis and classification of the data.
Moreover, the proposed model explicitly adopts a set of
sequential layers, enabling the recognition of patterns across
multiple frames. While DCNN-based AVDC models have
already demonstrated their potential for image and video-based
detection and classification, they fail to address the temporal
nature of any action. Hence, for the spatio-temporal approach,
DCNN cannot be used directly for the surveillance and identifi-
cation of violent content because it operates on static images to
learn its properties. Determining the intrinsic characteristics of
a violent incident in a video requires analysis of the sequential
patterns from successive image sets or frames. This indicates
that sequential models, such as GRU, are more capable of
recognizing the pattern between multiple frames of a video seg-
ment to recognize violent activities. Our model consequently
combines custom TD-DCNN and GRU-based RNN to opti-
mize the learning of violent video characteristics, followed by
dense layers that further refines the learned features. In the sub-
sequent sections, we provide a detailed technical explanation
of these components and their integration within our model.

3.1.1 | TD-DCNN Layers

As illustrated in Fig. [3| BrutNet is ideally designed to initialize
with a set of convolutional layers defined in Eq. () for each
frame of the time-distributed layer. Considering W, X and C
to be the kernel parameters, the input image, and the output of
each convolutional layer (Cy = X), respectively with m and n
being the number of rows and columns of the input image. Here,
R is the ReLLU activation function such that R(x) = max(0, x).

Y. =) Y Coalm—in-j)-WiGij)  (la)
=0 j=0
Cy(m,n) = R(Y,) (1b)

After every two convolutional layers, batch normalization
and MaxPooling layers were used. Batch normalization was
used to normalize the activations of each layer, leading to im-
proved training speed and generalization using equation (2a))
such that u is the mean, o2 is the variance and ¢ is the con-
stant used for numerical stability. During training, the running
means and variance is updated using a momentum (p) value
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FIGURE 2 Processes of the proposed AVDC system.
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On the other hand, to downsample feature maps and extract
the most salient information in the local regions of the input
matrix, the MaxPooling2D operation is carried out with a spec-
ified pool size (py, pw) and stride (sg, sw) as defined in Eq. (]3[)
Here, P is the output matrix, and n, c, i, and w denote the batch
index, channel index, height index, and width index, respec-
tively. This process helps determine the maximum value within
each pool region, considering the specified stride to shift the

pooling window.

~

(Bn,c,(h-sH+i),(w~sW+j))

pu=1 pw-1
P = max max
i=0  j=0

3)

Passing through the series of convolution layers, as defined
in Eq. (EI), the model encodes each frame into a vector of 512
spatial features, G using the Global Max Pooling operation for
capturing the most salient features across all spatial locations
in the input matrix.

G,.= max max (Xoncnw)
i

— W=

: @

Combining the G, values of the 24 frames of the input
video segment, the Cy matrix of shape (512, 24) is obtained
that captures the inter-frames correlations of the video segment.
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3.1.2 | GRU Layer

To explore the temporal features or patterns across the given
24 frames, we introduced an RNN-based GRU layer in the
BrutNet architecture. Thus, the matrix of spatial features, C;,
obtained from the preceding TD-DCNN layers, is utilized by
the GRU layer designed in this stage. The GRU layer identifies
the time-dependent sequential pattern within these spatial
feature sets from the TD-CNN using the set of equations in (3)),
where z and r are the update and reset gate activations, h and
h are the current and updated hidden states, respectively, with
W and U being the weights of each stage, resulting in an output
of a 1D vector that represents the extracted spatio-temporal
features. The the sigmoid activation function, o in Eq. @ is
used to normalize the feature sets.

z(t) = S(C,(t) - W, + h(t-1) - U,) (5a)

r(t) =S(G(@®) - W, +h(t-1)-U,)
h(r) = tanh (C,(t) - Wy + 7 ® h(t = 1) - Uy)
h()=z0ht-1)+(1-2)® h@)

(5b)
(5¢)
(5d)

(6)

Stx) = 1+e~

3.1.3 | Dense Layers

For enabling the BrutNet model to determine whether a video
segment is violent or not, the relation between the spatio-
temporal features obtained from the output stage of the GRU
layer, was passed through several dense layers defined in Eq. (7).
Here, W, X, and D, are the weights, input and output of the
dense layers (Xo = h), respectively. Thus, the series of dense
layers in the network operates on the 1D vector, h to execute
a binary classification task. The resulting output corresponds
to either 1 or 0, representing the classification of the video
segment into the violent or non-violent category, respectively.

R(XL : WL)7
S(Xp - Wp),

hidden layers
@)

output layer

Further to reduce the risk of overfitting, we have also in-
cluded dropout layers within the model’s hidden layers, with a
dropout rate of 0.5. These deliberately positioned layers serve
as protections, reducing over-reliance on specific nodes and
improving generalization abilities. The hidden layers were also
enhanced with ReLU activation functions to increase nonlinear-
ity and allow the model to capture complicated relationships
in the data. Finally, the output layer was outfitted with a sig-
moid activation function to provide binary outputs for accurate
classification.

3.2 | Hyperparameters
The careful selection and optimization of hyperparameters
are essential for the development of effective and reliable
ML models, as they have a significant impact on the model’s
performance, generalization ability, efficiency, stability, and
interoperability. To determine the value of the hyperparame-
ters in our model, we consider factors including the number of
layers, their dimensions, connectivity, filter size, presence of
pooling layers, recurrent connections, regularization techniques,
activation functions, and other architectural choices.
Specifically, the BrutNet training, initialized with a learning
rate of 107, continues with the necessary optimization for
minimized loss values. For optimization, weighted binary cross-
entropy, Lgce in Eq. () was used as the loss function and
class-wise weights were assigned in configuring the training.
(Here, N is the number of samples in the dataset and y is the
label for a given input.) This consideration also helps tackle the
imbalanced nature of existing datasets. Besides, the batch size
was determined to be 24, considering the size of each sample
and the available hardware resources. Moreover, the Adam
optimizer has been used to optimize the minimization process.

N

1
»CBCE(y, Doutput) = _ﬁ Z |:y log(Doutpul)

m=1

+ (1 - y) IOg(l - Doutput) (8)

The complete list of trainable parameters for our model can
be found in Table[2] Based on our calculations, the total num-
ber of parameters in the model is determined to be 3,415,745
(approximately 3.416 million).

TABLE 2 Parameters of BrutNet

Layer (type)  Output Shape Number of Parameters
TD-DCNN (None, 24, 512) 1,591,744
GRU (None, 64) 110,976
Dense (None, 1024) 66,560
Dense (None, 1024) 1,049,600
Dropout (None, 1024) 0
Dense (None, 512) 524,800
Dropout (None, 512) 0
Dense (None, 128) 65,664
Dropout (None, 128) 0
Dense (None, 64) 8,256
Dense (None, 1) 65
Total Parameters 3,415,745
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4 | EXPERIMENTAL SETTINGS

This section presents the implementation of our BrutNet model
and other experiment settings for its training and performance
evaluation. The model was implemented using a Google Colab-
oratory environment having a 2.30GHz Intel(R) Xeon(R) CPU,
12.63 GB RAM, and 12 GB NVIDIA Tesla K80 GPU.

4.1 | Dataset Pre-processing
As outlined in Sec. [2] the primary challenge in AVDC research
is that the available datasets usually contain low-resolution
and limited samples (i.e., video segments). The widely used
datasets also have less diversity of violent scenes, raising the
concern of limited learning capability. Hence, our model was
trained using the AVD'® dataset and additionally, evaluated
using the HF? the RWE-2000"Z, and the MF® datasets.
Additionally, to address the limitations of the hardware
resources utilized in training, the resolution of each video seg-
ment in the AVD dataset was resized to 160 x 90 from its initial
resolution for training, with each frame of its RGB frames hav-
ing the shape of (90, 160, 3). However, in other datasets used
for testing, the video segments were of varying resolutions and
aspect ratios. To address this limitation, we developed a method
to scale up/down the resolution and add the necessary padding
to the images to ensure their fixed resolution and aspect ratio.
We consider Ay and wy, to be the number of pixels along the
height and width of the frames of the raw video segment, where
the aspect ratio is ag in Eq. (94). In contrast, #; and w, are con-
sidered to be the desired number of pixels along the height and
width of the frames, where the aspect ratio is a; in Eq. (9D).

ap = Z—g (9a)
wi

= — 9b

aj hl ( )

Now, to fit the raw image with aspect ratio a, into the desired
shape with aspect ratio a;, the raw frames are to be resized
with width and height of w{, and A, respectively. Padding is
also added to the top and bottom of the resized image with
a; < ayp, and left and right of the resized image for a; > ay, as
illustrated in Fig. 4aland Fig. respectively. Thus, an image
of the desired shape without distortion due to a change of aspect

ratio using Eq. (I0a), (TOb) and (TOc) is obtained.

, hsvvgl , ap <da
hy = (10a)

h, a1 >ap

, wi, ar<ap
Wy = o (10b)

221 ap > ap

hi—h
%, a; < ap

p=10, a; =ap (10c)
W1—W,
=L ay > ap

Moreover, the range of pixel values for each RGB video
frame is between 0 and 255. These pixel values have been nor-
malized to a scale of O to 1 to prevent biasing of our model
during its training testing. To avoid the inconsistency of the
datasets and to ensure a fixed number of frames in the input
video segment, we have further considered selecting 24 ran-
dom and equally spaced frames such that these frames could
represent the overall content of the whole video. As a result,
each sample of the dataset has a 4D data shape of (24, 90,
160, 3). For assessment purposes, the violent and non-violent
labels have been binarised. The processed samples were com-
pressed and saved locally, which were later loaded using a data
generator on TensorFlow (TF) 2.5 framework.

4.2 | Model Training and Evaluation

Once the data was pre-processed, the model underwent training
for 50 epochs to monitor the minimization of the loss function
and the improvement in accuracy. To ensure the optimal perfor-
mance of the model, we validated it after each epoch using a
separate validation dataset that was created beforehand. This
process allowed for readjustment and fine-tuning of the weights
of the model.

To optimize the model for maximum accuracy, we stored
the training and validation accuracies and losses of each epoch
during training. Additionally, we saved the model after every
epoch to retain the best accuracy achieved throughout the
training process. Once the model is trained, we evaluated
the performance using a dedicated test dataset to assess the
model’s ability to accurately classify violent instances. For
this classification task with the optimized model, we developed
a Python script employing OpenCV 4.5 and TensorFlow,
incorporating a user-friendly graphical user interface (GUI).

For the effectiveness of the selected threshold in achieving
a high recall/true positive rate (TPR) (Eq. (T1a)) and low false
positive rate (FPR) (Eq. (TTb)), we plotted the Receiver Operat-
ing Characteristic (ROC) curve and evaluated the performance
of the BrutNet classifier. The ROC curve illustrates the trade-
off between TPR and FPR. The TPR and FPR were calculated
based on the True Positive (TP), True Negative (TN), False
Positive, and False Negative (FN) values for various thresholds.

TP
TPR= —— (11a)
TP + FN
FP
FPR= ——— (11b)
FP+TN
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FIGURE 4 Resizing and padding of the raw image, keeping the aspect ratio intact: (a) agp > a; and (b) ag < a;

5 | RESULTS AND ANALYSIS

The results of our study demonstrate that the proposed Brut-
Net model achieves state-of-the-art performance in violence
detection. The training and validation accuracies, as well as the
loss values per epoch, were visualized and compared in Fig. [5]
throughout the 50 epochs of model training. The figure sug-
gests that the model offers the most optimal accuracy and loss
value at 24 epochs, and hence the model obtained at 24 epochs
of training, was considered to be the optimized model.

To demonstrate the attainment of a critical requirement for
an AVD classifier, we investigated the proposed model’s ability
to detect the maximum number of violent scenes. This perfor-
mance is illustrated with the scatter plot of the model on the test
data of the AVD Dataset in Fig.[6a] We observed that the trade-
off between recall and FPR, as illustrated in Fig.[7} was optimal
at an FPR of 0.056, yielding a recall of 97.14%. This favourable
outcome was achieved at a threshold value of approximately
0.2. Thus, from Fig. [6a] the threshold is set at 0.2 such that
the maximum number of violent scenes are correctly detected
without increasing the number of false detections significantly.
Furthermore, the proposed model achieves an impressive area
under the ROC curve (AUC) of 0.983, approaching the maxi-
mum achievable area of 1 for an ideal classifier according to
theoretical expectations. The confusion matrix has also been
shown in Fig. [6b] to demonstrate the ability of the model to
classify violent scenes. We illustrate some classified images by
the model in Fig. [§] that reflect the above performance of our
proposed model. Despite some erroneous outputs illustrated
in Fig.[9] the performance of the proposed model outperforms
the other models. These erroneous output frames have been

observed for the HF, AVD, and RWF2000 datasets. It is to be
noted, there were no erroneous outputs for the MF dataset as it
recorded 100% classification accuracy.

To validate the improved performance of the model, its ac-
curacy and number of parameters have also been compared
against the other prominent models for violence detection based
on their performance on AVD, HF, MF and RWF2000 datasets.
Specifically, we have considered the performance of several
AVDC models like UNet + PatchGAN™Y, ResNet50+LSTM?>3,
Multi-stream CNN=¢, Efficient 3D CNN-Z, Hough Forests +
2D CNN#L, Xception + BiLSTM + Attentions=®, Motion Blobs
+ Random Forest*Z, 3D AlexNet + LSTM*Y, motion in-
tensities + AdaBoost*, ResNet50 + ConvLSTM*2, and the
state-of-the-art MobileNetV2 + LSTM># models. We have also
compared the improvement of the new BrutNet over its earlier
results®.

The performance of the proposed BrutNet model is compared
across various datasets and related AVDC models, which is
illustrated in the Table. 3] Here, we observe that the Multi-
stream CNN2=2, Efficient 3D CNN=Z, Xception + BiLSTM +
Attentions>® and AlexNet + LSTM%! demonstrate the state-of-
the-art classification performance for the MF dataset. For the
same dataset, while our model attains the same classification
accuracy, its total number of parameters is significantly reduced
by 77.82%, 53.84%, 68.95% and 64.42% than the said models,
respectively. A similar trend in the reduction of the total number
of parameters is also observed in the case of the RWF2000
dataset. Our model outperforms in terms of both the accuracy
(4.43% increase) and total parameters (16.15% reduction) over
the MobileNetV2 + LSTM=* model.
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FIGURE 6 Violence classification by BrutNet on AVD Dataset: (a) scatter plot and (b) confusion matrix.

Additionally, for the HF dataset, our model demonstrates
a comparable classification accuracy to the prominent mod-
els. For example, the high accuracies of 100%, 98.3%, 97.5%,
97.1%, and 96.1% were offered by the Multi-stream CNN,
Efficient 3D CNNB3Z, Xception + BiLSTM + Attentions®®,
AlexNet + LSTM#? and MobileNetV2 + LSTM™* models, re-
spectively. In contrast, our model offers 97.62% classification
accuracy for this dataset, which is 2.38% and 0.68% lower
than the highest accuracies offered by Multi-stream CNN36
and Efficient 3D CNNPZ respectively. This fairly diminished
classification accuracy of our model is effectively offset by the
notable improvement in total parameters reduced by 77.82%

and 53.84% compared to the respective models, resulting in a
favourable trade-off.

Table. [3] also demonstrates a significant improvement of
BrutNet over its initial development presented in®®. While
BrutNet’s accuracy has increased by 7.22% (on AVD dataset),
its number of parameters has decreased by 2.05M, making the
new model computationally 40% more efficient. Furthermore,
the model achieved a lower loss value of 0.185, demonstrating
over 50% improved optimization over its previous version with
a test loss value of 0.386.

Several key factors have contributed to the demonstrated
improvements of the proposed model discussed above. For
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TABLE 3 Performance of BrutNet across HF, MF, AVD and RWF2000 datasets.

Model Accuracy on Different Datasets Total
HF MF AVD  RWF2000 Parameters
UNet + PatchGAN®3 92.61%  91.5%  79.42% - -
ResNet50+LSTMS? 83.19%  88.74% - - -
Multi-stream CNN30 100% 100% - - 154M
Efficient 3D CNNXZ 98.3%  100% - - 74M
Hough Forests + 2D CNN# 94.6% 99% - - -
Xception + BiLSTM + Attentions®®  97.5%  100% - - 1M
Motion Blobs + Random Forest* 824%  97.8% - - -
C3DH? 87.4%  93.6% - - 17.5M
AlexNet + LSTMH0 97.1%  100% - - 9.6 M
Motion intensities + AdaBoost“ 90.1%  98.9% - - -
ResNet50 + ConvLSTM#> 87.5% 92% - - -
MobileNetV2 + LSTM3# 96.1%  99.5% - 82.0% 4.074M
BrutNet (previous)+” - - 90% - 5.466 M
BrutNet (new) 97.62% 100% 97.22% 86.43% 3416 M
10— —7 6 | CONCLUSIONS
y -
__ 08 i /”' Addressing the growing need for public safety and security,
§ i ',// there is a pressing demand for an intelligent and efficient AVDC
% o641l P system capable of seamlessly integrating with real-time appli-
L i ’,:" cation scenarios. To meet this demand, this paper introduces a
:‘é 0a] | /," new AVDC model called BrutNet. Our approach combines a
8 i e custom DCNN with GRU stands out in achieving impressive
E . i ’,a" — Bruthet test accuracies of 97.62%, 100%, 97.22%, and 86.43% on the
» i - ~=- Random Classifier HF, MF, AVD, and RWF2000 datasets. Furthermore, the model
’,i/ === threshold line demonstrates efficient parameter utilization, requiring only
%005 05 o e 05 Lo 3-416 million parameters, thus enhancing its practicality and

False Positive Rate

FIGURE 7 ROC curve for BrutNet Model.

example, (i) optimization of network architecture and hyper-
parameters by employing new hidden layers, while reducing
convolutional layers, (if) tackling the skewed datasets with
data-preprocessing steps, and (iii) an increased frame-feeding
rate, i.e., number of frames (i.e., 24 frames, instead of 12
frames) per video segment, to allow for a more thorough
analysis of video data, which primarily resulted in the reported
performance improvement. Thus, the proposed BrutNet model
not only delivers state-of-the-art performance with significantly
higher accuracy than most of the prominent models but also
accomplishes this with a minimal number of parameters,
signifying its computational efficiency.

computational efficiency. With an optimized architecture, fine-
tuned hyperparameters, improved handling of skewed datasets,
and increased frame-feeding rate, our model offers state-of-
the-art performance for real-time application scenarios. This
advancement paves the way for a more efficient and effective
AVDC system, enabling enhanced public safety, content mod-
eration, censorship, computer-aided investigations, and law
enforcement.

BrutNet’s improved performance significantly contributes
to the advancement of AVDC research. Moreover, it creates
opportunities for future investigations, including: (i) the de-
velopment of more suitable loss functions tailored to handle
complex and diverse datasets, (ii) the establishment of spatio-
temporal feature-based evaluation parameters to assess the
model’s ability to interpret features, and (iii) the extension of
the model to incorporate audiovisual data for an AVDC system.
Despite the progress made in ML-based AVDC approaches,
there are still critical areas that require attention, such as the
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(a)

exploration of advanced techniques for video data augmenta-
tion and the creation of a comprehensive dataset that captures
more complex and diverse scenarios of violence.
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