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Abstract

A methodology is proposed to aid parameter estimation in fundamental models of pharmaceutical processes. This methodology

addresses situations with insufficient data to reliably estimate all parameters, when the estimation is complicated by uncertain

independent variables. The proposed method uses an augmented sensitivity matrix to rank the combined set of parameters and

uncertain inputs from most estimable to least estimable. An updated mean-squared-error criterion is then used to determine

the appropriate parameters and inputs that should be estimated, based on the ranked list. A model for one step in a batch

pharmaceutical production process with an uncertain initial reactant concentration is used to illustrate the method, revealing

that the initial reactant concentration in each batch should be estimated along with three out of six model parameters. Non-

estimable parameters are fixed at their initial values to prevent overfitting. The method will aid error-in-variables parameter

estimation in many situations involving limited data.
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Abstract 

 

A methodology is proposed to aid parameter estimation in fundamental models of pharmaceutical 

processes. This methodology addresses situations with insufficient data to reliably estimate all 

parameters, when the estimation is complicated by uncertain independent variables.   The proposed 

method uses an augmented sensitivity matrix to rank the combined set of parameters and uncertain 

inputs from most estimable to least estimable. An updated mean-squared-error criterion is then 

used to determine the appropriate parameters and inputs that should be estimated, based on the 

ranked list.  A model for one step in a batch pharmaceutical production process with an uncertain 

initial reactant concentration is used to illustrate the method, revealing that the initial reactant 

concentration in each batch should be estimated along with three out of six model parameters.  

Non-estimable parameters are fixed at their initial values to prevent overfitting. The method will 

aid error-in-variables parameter estimation in many situations involving limited data. 
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1. Introduction 

 

Mathematical models are used by pharmaceutical industries for formulation development, 

scale-up, control and monitoring of production processes.1 Models are also used because they 

provide useful insights and reduce the experimental effort required for process and product quality 

improvement. Two main categories of models are fundamental (mechanistic) models and empirical 

models. The current study focuses on fundamental models, which can produce more reliable 

predictions over a wider range of operating conditions than empirical models, especially when data 

are limited.2-4 Usually there are unknown parameters in fundamental models that need to be 

estimated from experimental data. Therefore, scientists and engineers employ a variety of statistical 

techniques to estimate these parameters.5,6 A summary of the fundamental modelling studies for 

pharmaceutical production processes that involve real experimental data and parameter estimation 

are given in Table 1.  Several additional studies rely on simulated pharmaceutical data to illustrate 

statistical methods.7-9 In all the studies listed in Table 1, model inputs (independent variables) were 

assumed to be perfectly known during parameter estimation and all of the experimental uncertainty 

was assigned to the model outputs (dependent variables). This assumption enabled modelers to use 

either Least Squares (LS)15,18,30 or Weighted Least Squares (WLS) estimation,10,12,16,17,19,23,27,28,32,34 

which is applied when there are multiple dependent variables with different levels of variability. 

Sometimes, however, uncertainties in independent variables can be large due to measurement 

errors in process inputs or other difficulties in achieving the desired experimental settings. In such 

cases, neglecting the input uncertainties can adversely affect the accuracy of parameter estimates 

and associated model predictions.35,36  
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Table 1.  Studies involving parameter estimation in pharmaceutical production models 

Reference Process modeled 
Process 

type 

Number of 
unknown 

parameters 

All  
parameters 
estimated? 

Kuu et al., 199510 Primary drying of pharmaceuticals Batch 2 Y 

Sadikoglu and Liapis, 199711 
Drying stages in bulk solution freeze-drying of 
pharmaceuticals in trays 

Batch 30 Y 

Togkalidou et al., 200412 Cooling crystallization of a drug compound Batch 4 Y 

Hermanto et al., 200813 Crystallization of L-glutamic acid polymorphs Batch 21 N 

Velardi et al., 200814 Freeze-drying of pharmaceutical solutions Batch 3 Y 

Mortier et al., 201215 
Drying behaviour of single pharmaceutical 
granules 

Continuous 1 Y 

Barrasso et al., 201316 Tablet manufacturing Continuous 24 N 

Barrasso et al., 201517 Twin screw granulation process Continuous 10 Y 

Selisteanu et al., 201518 Monoclonal antibody production Batch 23 Y 

Gagnon et al., 201719 
Drying of pharmaceutical particles containing 
calcium carbonate 

Batch 22 N 

Garcıa-Munoz et al., 201820 
Direct compression process for pharmaceutical 
tablets 

Continuous 8 N 

Garg et al., 201821 
Antisolvent crystallization for production of 
dexlansoprazole 

Batch 15 Y 

Montes et al., 201822 Synthesis of ibuprofen Batch 14 Y 

Wang et al., 201823 Mammalian cell culture Fed-batch 51 N 

Cuthbertson et al., 201924 Enzymatic synthesis of amoxicillin Batch 14 Y 

Lee et al., 202025 
Manufacturing of active pharmaceutical 
ingredients (API) 

Batch, 
Continuous 

5 Y 

Maloney et al., 202026 
Carfilzomib drug substance intermediate 
manufacturing 

Batch, 
Continuous 

58 N 

Schenk et al., 202027 
Multistage solid−liquid pharmaceutical process 
for urea compound synthesis 

Fed-batch 8 N 

Diab et al., 202128 Flow synthesis kinetics for lomustine Continuous 5 Y 

Grimard et al., 202129 
Hot-melt extrusion process for the manufacturing 
of itraconazole tablets 

Continuous 14 N 

Pal et al., 202130 
Spherical agglomeration processes for a drug 
containing benzoic acid 

Semi batch 1 Y 

Sen et al., 202131 Methylation of heteroatom-containing molecules Batch 12 N 

Szilagyi et al., 202132 
Pharmaceutical crystallization processes for 
indomethacin 

Batch 8 N 

Diab et. al, 202233 Amine production Batch 8 N  

Dos Santos et al., 202234 Adsorption of Praziquantel enantiomers - 5  Y  
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Although input uncertainties were not considered during parameter estimation in the 

studies shown in Table 1, they have been considered in other types of fundamental chemical 

process models.37 The main approach used to account for input uncertainty in chemical 

engineering literature is called Error-in-Variables-Model (EVM) parameter estimation. WLS and 

EVM are similar, except that the objective function for EVM parameter estimation is more 

complicated because true values of the uncertain inputs are estimated along with the model 

parameters.37,38 Abdi and McAuley37 recently reviewed the EVM literature and showed that EVM 

has been used in a diverse array of models for polymerization reactions,39 vapor-liquid 

equilibrium,40-42 gas-solid adsorption,43 liquid-liquid diffusion,44 and ion-exchange equilibrium.45 

In all of these EVM studies, the authors assumed that the available data contained sufficient 

information to estimate all the unknown parameters. 

Notice, however, that in 11 of the 25 studies shown in Table 1 (see right-most column), 

the authors determined that only a subset of the model parameters should be estimated from 

the available data, either to avoid numerical problems or parameter overfitting. In 6 of the 11 

studies where only a subset of the parameters was estimated, the authors decided which 

parameters should be fixed at nominal values and which should be estimated based on their 

scientific or engineering judgement.13,16,26,29,32,33 The authors for the remaining 5 studies, used 

formal statistical methods for subset selection with sensitivity-based methods being most 

popular.19,20,23,27,31 For example, Garcıa-Munoz et al. and Sen et al. used a popular 

orthogonalization-based algorithm to rank their model parameters from most estimable to least 

estimable.20,31,46 This parameter ranking method has been used along with a mean-squared-error 

(MSE)-based criterion46,47 for parameter subset selection in a wide variety of chemical process 
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models where input uncertainties are neglected. e.g., 8,48-51 Until now, statistical methods for 

parameter subset selection have not been developed that account for uncertain inputs. 

The main objective of the current study is to extend the orthogonalization-based 

algorithm and associated MSE criterion so they can be applied to pharmaceutical models with 

input uncertainties. We believe that it is important for modelers to select appropriate parameters 

for estimation when datasets are too limited to reliably estimate all of the model parameters, 

especially when unknown inputs are considered as additional parameters for estimation. Our 

goal is to help developers of drug substance processes to tune their mechanistic models and use 

them to obtain preliminary information about proposed production processes based on a few 

initial experiments. The proposed methods will be applied for parameter estimability analysis 

and estimation in a pharmaceutical case study involving uncertain addition of a reactant to a 

batch reactor. The associated experimental data were obtained by Merck & Co., Inc. (also known 

as Merck Sharp & Dohme outside of the United States and Canada) during experiments aimed at 

understanding the key steps in the production of an intermediate in the manufacturing of a drug 

substance to treat the human immunodeficiency virus (HIV). 

The remainder of this article is organized as follows. In section 2, background information 

on WLS and EVM parameter estimation, and parameter estimability analysis are presented. In 

section 3, we propose extensions to the estimability ranking algorithm and MSE-based criterion 

so that they can be used when inputs are uncertain. In section 4, the pharmaceutical case study 

is used to illustrate the proposed methods. We investigate the number of parameters that can 

be estimated from the available data, and we show that improved model predictions are 

obtained when input uncertainties are considered. 
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2. Background Information  
 

 

 
 

 

 

 

 
 

 

 

 

 

 
 

 

2.1.  Parameter Estimation using Weighted Least Squares and Error-in-Variables 

Models 

Consider the following multi-response non-linear model in which the independent 

variables are assumed to be perfectly known: 

𝒀 = 𝒈(𝒙, 𝜽) + 𝜺𝒀 (1) 

In Equation (1), 𝒀 ∈ 𝑹𝑁𝑌 is a measurement vector and 𝒈(𝒙 , 𝜽) ∈ 𝑹𝑁𝑌 is the solution of nonlinear 

equations, which may be differential equations that are solved numerically. If the model predicts 

the values of 𝑁𝑑 different response variables at several different times during multiple runs, the 

corresponding measured values are stacked together in the 𝒀 vector. For example, if all of the 

𝑁𝑑 dependent variables are measured at 𝑁𝑠 sampling times per run in 𝑁𝑟 runs, then the 

dimension of 𝒀 is 𝑁𝑌 = 𝑁𝑑𝑁𝑠𝑁𝑟.  In Equation (1), 𝒙 ∈ 𝑹𝑁𝑟×𝑁𝑥  is a matrix of experimental settings 

for the 𝑁𝑥 independent variables, 𝜽 ∈ 𝑹𝑁𝜃  is the vector of 𝑁𝜃 unknown model parameters and 

𝜺𝒀 ∈ 𝑹𝑁𝑌 is a vector of random measurement noise. 

Assuming that the model equations are correct, and that the measurement noise is independent, 

identically and normally distributed, the following WLS objective function can be used to 

estimate the parameters:6,52,53 
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𝐽𝑊𝐿𝑆 =∑(𝒚𝒎,𝑖 −𝒈(𝒙𝑖, 𝜽))
𝑇
𝚺𝒀
−𝟏(𝒚𝒎,𝑖 − 𝒈(𝒙𝑖, 𝜽))

𝑁𝑟

𝑖=1

 (2) 

where 𝒚𝒎,𝑖 ∈ 𝑹𝑁𝑌𝑖  is a vector of 𝑁𝑌𝑖  measured data values for the 𝑖𝑡ℎ run, 𝒈(𝒙𝑖, 𝜽) ∈ 𝑹𝑁𝑌𝑖  is the 

corresponding model predictions, 𝒙𝑖 ∈ 𝑹𝑁𝑥 is a vector of experimental settings for the 𝑖𝑡ℎ run, 

and 𝚺𝒀 ∈  𝑹
𝑁𝑌𝑖×𝑁𝑌𝑖  is a diagonal covariance matrix associated with the independent 

measurement noise in the responses. 

Unfortunately, the assumption of perfectly known inputs is not always applicable. 

Considering uncertainties in some of the independent variables, the model becomes: 

 𝒀 = 𝒈(𝒙, 𝒖, 𝜽) + 𝜺𝒀 (3) 

𝑼 = 𝒖 + 𝜺𝑼 (4) 

where 𝑼 ∈ 𝑹𝑁𝑟×𝑁𝑈  is a matrix of measurements of uncertain inputs, 𝒖 ∈ 𝑹𝑁𝑟×𝑁𝑈  is a matrix 

containing unknown true values of these inputs, and 𝜺𝑼 ∈ 𝑹𝑁𝑟×𝑁𝑈  contains the random input 

uncertainties. In the parameter-estimation literature, the model in Equations (3) and (4) is 

referred to as an “error-in-variables” model because it accounts for random errors in both types 

of variables (i.e., independent variables and dependent variables).54 

Using Equations (3) and (4) along with a maximum likelihood approach results in the 

following EVM objective function:38 

𝐽𝐸𝑉𝑀 =∑(𝒚𝒎,𝑖 
− 𝒈(𝒙𝑖, 𝒖𝑖, 𝜽))

𝑇

𝚺𝒀
−𝟏(𝒚𝒎,𝑖 − 𝒈(𝒙𝑖, 𝒖𝑖, 𝜽)) + (𝒖𝒎,𝑖 − 𝒖𝑖)

𝑇
𝚺𝑼
−𝟏(𝒖𝒎,𝑖 − 𝒖𝑖)

𝑁𝑟

𝑖=1

 (5) 
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where 𝒖𝑖 ∈  𝑹
𝑁𝑈  are the true values of uncertain inputs used in the 𝑖𝑡ℎ run, 

𝒖𝒎,𝑖 ∈  𝑹
𝑁𝑈  is a vector of measured values for the corresponding uncertain inputs, and 𝚺𝑼 ∈

 𝑹𝑁𝑈×𝑁𝑈 is a diagonal covariance matrix for the random error in the uncertain inputs.  

 Notice that the EVM objective function contains an additional term compared to the WLS 

objective function in Equation (2) to account for the unknown inputs 𝒖𝑖 that are estimated along 

with the unknown model parameters.35,36,38 

 

2.2. Orthogonalization Based Method for Parameter Subset Selection 

Parameter subset selection methods are used to select appropriate parameters for 

estimation when there is insufficient information in the available data to reliably estimate all the 

model parameters. 46,55,56 In the current article, we extend the parameter subset selection 

methods shown in Tables 2 and 3 which were developed assuming that all the model inputs are 

perfectly known. Using the algorithm in Table 2, parameters with strong and independent 

influence on one or more model predictions appear near the top of the list. Other less-important 

parameters appear near the bottom of the list.55-57 The algorithm in Table 3 is used to determine 

the appropriate number of parameters to estimate from the ranked list. 

The orthogonalization method in Table 2 relies on a sensitivity matrix 𝑺 ∈ 𝑹𝑁𝑌×𝑁𝜃 

containing partial derivatives of the model predictions with respect to the model parameters: 
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𝑺 =

[
 
 
 
 
 
 
 
 
𝜕𝑔11
𝜕𝜃1

|
𝒙1

…
𝜕𝑔11
𝜕𝜃𝑝

|
𝒙1

…
𝜕𝑔11
𝜕𝜃𝑁𝜃

|
𝒙1

⋮ ⋱ ⋮ ⋱ ⋮
𝜕𝑔𝑗𝑙
𝜕𝜃1

|
𝒙𝑖

…
𝜕𝑔𝑗𝑙
𝜕𝜃𝑝

|
𝒙𝑖

…
𝜕𝑔𝑗𝑙
𝜕𝜃𝑁𝜃

|
𝒙𝑖

⋮ ⋱ ⋮ ⋱ ⋮
𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝜃1
|
𝒙𝑁𝑟

…
𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝜃𝑝
|
𝒙𝑁𝑟

…
𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝜃𝑁𝜃

|
𝒙𝑁𝑟]

 
 
 
 
 
 
 
 

 

𝑗 = 1,… , 𝑁𝑑 

𝑙 = 1, … ,𝑁𝑠 

𝑖 = 1, … ,𝑁𝑟  

𝑝 = 1,… , 𝑁𝜃 

(6) 

In this sensitivity matrix, each column is associated with a particular parameter and each row is 

associated with prediction of a particular measured value that will be used for parameter 

estimation.  The elements of 𝑺 are often approximated using finite differences: 

𝜕𝑔𝑗𝑙

𝜕𝜃𝑝
|
𝒙𝑖
≅
𝑔𝑗𝑙(𝒙𝑖, 𝜃𝑝 + ∆𝜃𝑝) − 𝑔𝑗𝑙(𝒙𝑖, 𝜃𝑝) 

∆𝜃𝑝
  

(7) 

The indices 𝑗 and 𝑙 correspond to the 𝑗𝑡ℎ response obtained at the 𝑙𝑡ℎ sampling time and 𝒙𝑖 

indicates the experimental settings for the 𝑖𝑡ℎ run. Note that if fewer than 𝑁𝑠 samples are 

available in some of the runs for any of the measured responses, the corresponding row(s) are 

deleted from the sensitivity matrix.55 The algorithm in Table 2 uses a matrix 𝒁 ∈ 𝑹𝑁𝑌×𝑁𝜃 whose 

elements are scaled. For example, 
𝜕𝑔𝑗𝑙

𝜕𝜃𝑝
|
𝒙𝑖

is scaled to become 
𝜕𝑔𝑗𝑙

𝜕𝜃𝑝
|
𝒙𝑖

𝑠𝜃𝑝

𝑠𝑦𝑗
, which makes the 

elements dimensionless and permits fair comparison of the sensitivities. The scaling factor 𝑠𝑦𝑗 

accounts for uncertainty in measurements of the 𝑗𝑡ℎ response, and the scaling factor 𝑠𝜃𝑝  

accounts for uncertainty in the initial guess of parameter 𝜃𝑝. For example, if we assume that the 

prior uncertainty in 𝜃𝑝 corresponds to a normal distribution, with six standard deviations 

between the lower bound 𝑙𝑏𝜃𝑝  and upper bound 𝑢𝑏𝜃𝑝  used for parameter estimation, we could 

select the scaling factor:  
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𝑠𝜃𝑝 =
𝑢𝑏𝜃𝑝 − 𝑙𝑏𝜃𝑝

6
 

(8) 

Table 2. Orthogonalization algorithm for parameter estimability ranking when inputs 

are perfectly known55,56 

1 Compute the magnitude (i.e., the Euclidean norm) of each column in the 𝒁 matrix. 

Select the column with the largest magnitude as the most estimable parameter. 

Set 𝑘 = 1. 

2 Put the 𝑘 selected columns from 𝒁  that correspond to parameters that have been 

ranked in the matrix 𝑿𝑘. 

3 Use 𝑿𝑘 to predict columns in 𝒁 using ordinary least squares: 

𝒁̂𝑘 = 𝑿𝑘(𝑿𝑘
𝑇𝑿𝑘)

−1
𝑿𝑘
𝑇𝒁 (2.1) 

and calculate the residual matrix: 

𝑹𝑘 = 𝒁 − 𝒁̂𝑘 (2.2) 

 

4 Calculate the magnitude of each column in 𝑹𝑘. The (𝑘 + 1)𝑡ℎ-most estimable 

parameter corresponds to the column in 𝑹𝑘 with the largest magnitude 

5 Increase the iteration counter 𝑘 by one and repeat Steps 2–4, until all parameters 

are ranked or until it is impossible to perform the least-squares calculation in Step 

3 due to matrix singularity. 

 

The MSE-based algorithm in Table 3 was developed to determine an appropriate number 

of parameters to estimate to obtain a good fit to the data while preventing overfitting.8 As more 

parameters are estimated from the ranked list, the bias in the model predictions decreases while 

the variance increases. The algorithm selects the number of parameters that minimizes the MSE, 

which is the sum of the squared bias and the variance. 47,58-60  
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Table 3. MSE-based algorithm to determine optimal number of parameters to 

estimate46,47 

1 Rank model parameters from most estimable to least estimable using the estimability 

algorithm in Table 2. 

2 Use WLS regression to estimate the first parameter from the list, with all others fixed at 

initial guesses. Next, estimate the top two parameters, followed by the top three 

parameters and so on, until all the ranked parameters have been estimated. Denote the 

value of the objective function with the top 𝑘 parameters estimated and the remaining 

𝑁𝜃 − 𝑘 parameters held fixed as 𝐽𝑘. Weighting factors used in parameter estimation 

should be consistent with measurement uncertainties 𝑠𝑦𝑗 used for scaling during 

parameter ranking. 

3 Compute the critical ratio: 

𝑟𝐶,𝑘 = (𝐽𝑘 − 𝐽𝑁𝜃
)/(𝑁𝜃 − 𝑘) (3.1) 

for 𝑘 = 1, 2, … ,𝑁𝜃 − 1. 

 

4 For each value of k, compute the corrected critical ratio: 

𝑟𝐶𝐶,𝑘 =
(𝑁𝜃 − 𝑘)

𝑁𝑌
(𝑟𝐶𝐾𝑢𝑏,𝑘 − 1) 

(3.2) 

where   

𝑟𝐶𝐾𝑢𝑏,𝑘 = 𝑚𝑎𝑥(𝑟𝐶,𝑘 − 1,
2

𝑁𝜃 − 𝑘 + 2
𝑟𝐶𝐶,𝑘) 

(3.3) 

 

5 Select the value of 𝑘 corresponding to the lowest value of 𝑟𝐶𝐶,𝑘 as the appropriate number of 

parameters to estimate 

 

In Equation (3.1), 𝐽𝑘 and 𝐽𝑁𝜃
 are the WLS objective function values when 𝑘 and all 

𝑁𝜃 parameters are estimated, respectively. In Equation (3.2), the subscript Kub in 𝑟𝐶𝐾𝑢𝑏,𝑘 
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refers to an improved estimator developed by Kubokawa et al. that Wu et al. used in their 

calculations.47,61 The parameter estimability ranking and MSE-based parameter subset 

selection methods in Tables 2 and 3 have been used to aid WLS parameter estimation for 

models of a wide variety of chemical processese.g.,47,50,62-64 where all of the independent 

variables are assumed to be perfectly known. In the next section, these methodologies are 

extended for use in EVM parameter estimation. 

 

3. Proposed Methodology 
 

The main idea of the proposed parameters subset selection methodology is to construct an 

augmented scaled sensitivity matrix 𝒁𝑬𝑽𝑴 that has additional columns (compared to 𝒁) to 

account for the unknown inputs that may be estimated along with the model parameters and 

additional rows to account for uncertain measurements of these unknown inputs: 

𝑍𝐸𝑉𝑀 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝜕𝑔
11

𝜕𝜃1
|
𝒙1,𝒖1

𝑠𝜃1
𝑠𝑦1

…
𝜕𝑔

11

𝜕𝜃𝑁𝜃
|
𝒙1,𝒖1

𝑠𝜃𝑁𝜃
𝑠𝑦1

𝜕𝑔
11

𝜕𝑢11
|
𝒙1,𝜽

𝑠𝑢11
𝑠𝑦1

…
𝜕𝑔

11

𝜕𝑢𝑁𝑟𝑁𝑈
|
𝒙1,𝜽

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑦1

⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝜕𝑔

𝑗𝑙

𝜕𝜃1
|
𝒙𝑖,𝒖𝑖

𝑠𝜃1
𝑠𝑦𝑗

…
𝜕𝑔

𝑗𝑙

𝜕𝜃𝑁𝜃
|
𝒙𝑖,𝒖𝑖

𝑠𝜃𝑁𝜃
𝑠𝑦𝑗

𝜕𝑔
𝑗𝑙

𝜕𝑢11
|
𝒙𝑖,𝜽

𝑠𝑢11
𝑠𝑦𝑗

…
𝜕𝑔

𝑗𝑙

𝜕𝑢𝑁𝑟𝑁𝑈
|
𝒙𝑖,𝜽

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑦𝑗

⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝜕𝑔

𝑁𝑑𝑁𝑠

𝜕𝜃1
|
𝒙𝑁𝑟 ,𝒖𝑁𝑟

𝑠𝜃1
𝑠𝑦𝑁𝑑

…
𝜕𝑔

𝑁𝑑𝑁𝑠

𝜕𝜃𝑁𝜃
|
𝒙𝑁𝑟 ,𝒖𝑁𝑟

𝑠𝜃𝑁𝜃
𝑠𝑦𝑁𝑑

𝜕𝑔
𝑁𝑑𝑁𝑠

𝜕𝑢11
|
𝒙𝑁𝑟 ,𝜽

𝑠𝑢11
𝑠𝑦𝑁𝑑

…
𝜕𝑔

𝑁𝑑𝑁𝑠

𝜕𝑢𝑁𝑟𝑁𝑈
|
𝒙𝑁𝑟 ,𝜽

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑦𝑁𝑑

𝜕𝑢11

𝜕𝜃1

𝑠𝜃1
𝑠𝑢11

…
𝜕𝑢11

𝜕𝜃𝑁𝜃

𝑠𝜃𝑁𝜃
𝑠𝑢11

𝜕𝑢11

𝜕𝑢11

𝑠𝑢11
𝑠𝑢11

…
𝜕𝑢11

𝜕𝑢𝑁𝑟𝑁𝑈

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑢11

⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝜕𝑢𝑁𝑟𝑁𝑈
𝜕𝜃1

𝑠𝜃1
𝑠𝑢𝑁𝑟𝑁𝑈

…
𝜕𝑢𝑁𝑟𝑁𝑈
𝜕𝜃𝑁𝜃

𝑠𝜃𝑁𝜃
𝑠𝑢𝑁𝑟𝑁𝑈

𝜕𝑢𝑁𝑟𝑁𝑈
𝜕𝑢11

𝑠𝑢11
𝑠𝑢𝑁𝑟𝑁𝑈

…
𝜕𝑢𝑁𝑟𝑁𝑈
𝜕𝑢𝑁𝑟𝑁𝑈

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑢𝑁𝑟𝑁𝑈 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (9) 
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Notice that the top left corner of 𝒁𝑬𝑽𝑴 is the same as 𝒁 for the corresponding WLS parameter 

estimation problem. The matrix 𝒁𝑬𝑽𝑴 contains additional columns, one for each unknown input 

value that is considered as an extra parameter for estimation.  𝒁𝑬𝑽𝑴 also has additional rows, one 

for each measurement of an unknown input.  For example, if each run involves 𝑁𝑈 unknown inputs 

that will require estimation and each unknown input is measured (or estimated with some 

uncertainty) once per run then 𝒁𝑬𝑽𝑴 will contain 𝑁𝑟𝑁𝑈 more columns and 𝑁𝑟𝑁𝑈 more rows 

compared to 𝒁, as shown in Equation (9).  In Equation (9), the scaling factors 𝑠𝑢11  to 𝑠𝑢𝑁𝑟𝑁𝑈  reflect 

uncertainties in the corresponding input values.  For example: 

𝑠𝑢11 =
𝑢𝑏𝑢11 − 𝑙𝑏𝑢11

6
 

(10) 

The scaled sensitivity matrix in Equation (9) can be simplified as follows: 

𝒁𝑬𝑽𝑴 =

[
 
 
 
 
 
 
 
 
 
 
 

𝜕𝑔11
𝜕𝜃1

|
𝒙1,𝒖1

𝑠𝜃1
𝑠𝑦1

…
𝜕𝑔11
𝜕𝜃𝑁𝜃

|
𝒙1,𝒖1

𝑠𝜃𝑁𝜃
𝑠𝑦1

𝜕𝑔11
𝜕𝑢11

|
𝒙1,𝜽

𝑠𝑢11
𝑠𝑦1

… 0

⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝜕𝑔𝑗𝑙
𝜕𝜃1

|
𝒙𝑖,𝒖𝑖

𝑠𝜃1
𝑠𝑦𝑗

…
𝜕𝑔𝑗𝑙
𝜕𝜃𝑁𝜃

|
𝒙𝑖,𝒖𝑖

𝑠𝜃𝑁𝜃
𝑠𝑦𝑗

𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝑢11
|
𝒙1,𝜽

𝑠𝑢11
𝑠𝑦𝑗

…
𝜕𝑔11
𝜕𝑢𝑁𝑟𝑁𝑈

|
𝒙𝑁𝑟 ,𝜽

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑦𝑗

⋮ ⋱ ⋮ ⋮ ⋱ ⋮
𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝜃1
|
𝒙𝑁𝑟 ,𝒖𝑁𝑟

𝑠𝜃1
𝑠𝑦𝑁𝑑

…
𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝜃𝑁𝜃

|
𝒙𝑁𝑟 ,𝒖𝑁𝑟

𝑠𝜃𝑁𝜃
𝑠𝑦𝑁𝑑

0 …
𝜕𝑔𝑁𝑑𝑁𝑠

𝜕𝑢𝑁𝑟𝑁𝑈
|
𝒙𝑁𝑟 ,𝜽

𝑠𝑢𝑁𝑟𝑁𝑈
𝑠𝑦𝑁𝑑

0 … 0 1 … 0
⋮ ⋱ ⋮ ⋮  ⋱ ⋮
0 … 0 0 … 1 ]

 
 
 
 
 
 
 
 
 
 
 

 (11) 

because uncertain inputs are independent of the model parameters (e.g.,  
𝜕𝑢11

𝜕𝜃1
= 0 ) and the 

predicted responses for one run are independent of uncertain inputs for other runs. Notice that 
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the bottom right-hand corner of 𝒁𝑬𝑽𝑴 is the identity matrix because the true values of the 

uncertain inputs are independent of each other (e.g., 
𝜕𝑢11

𝜕𝑢11
= 1 and  

𝜕𝑢11

𝜕𝑢12
= 0).  

Tables 4 presents orthogonalization-based algorithms to rank decision variables when (some) 

model inputs are uncertain. Decision variables refer to the unknown parameters and unknown 

inputs that are considered as extra parameters for estimations. The algorithm in Table 4 is almost 

the same as Table 2; however, it uses the matrix 𝒁𝑬𝑽𝑴 instead of 𝒁 to rank decision variables. 

Table 4. Orthogonalization algorithm for estimability ranking when some inputs are uncertain 

1 Compute the magnitude (i.e., the Euclidean norm) of each column in the 𝒁𝑬𝑽𝑴 

matrix. Select the column with the largest magnitude as the most estimable decision 

variable. Set 𝑘 = 1. 

2 Put the 𝑘 selected columns from 𝒁𝑬𝑽𝑴 corresponding to decision variables that have 

been ranked in the matrix 𝑿𝑬𝑽𝑴,𝑘. 

3 Use 𝑿𝑬𝑽𝑴,𝑘 to predict columns in 𝒁𝑬𝑽𝑴 using ordinary least squares: 

𝒁̂𝑬𝑽𝑴,𝑘 = 𝑿𝑬𝑽𝑴,𝑘(𝑿𝑬𝑽𝑴,𝑘 
𝑇 𝑿𝑬𝑽𝑴,𝑘)

−1
𝑿𝑬𝑽𝑴,𝑘
𝑇  𝒁𝑬𝑽𝑴 (4.1) 

and calculate the residual matrix: 

𝑹𝑬𝑽𝑴,𝑘 =  𝒁𝑬𝑽𝑴 − 𝒁̂𝑬𝑽𝑴,𝑘 (4.2) 

 

4 Calculate the magnitude of each column in 𝑹𝑬𝑽𝑴,𝑘. The (𝑘 + 1)𝑡ℎ-most estimable 

decision variable corresponds to the column in 𝑹𝑬𝑽𝑴,𝑘 with the largest magnitude 

5 Increase the iteration counter 𝑘 by one and repeat Steps 2–4, until all decision 

variables are ranked or until it is impossible to perform the least-squares calculation 

in Step 3 due to matrix singularity. 

 

Tables 5 shows MSE-based algorithms to determine optimal number of decision variables when 

(some) model inputs are uncertain. This algorithm is very similar to Table 3; however, it uses EVM 
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objective function instead of WLS and introduces 𝑁𝐷 which is the number of decision variables 

and 𝑁𝑈𝑚 which is the number of measured values for unknown inputs. For example, if 𝑁𝑈 

unknown inputs are measured once per run, 𝑁𝐷 = 𝑁𝜃 + 𝑁𝑈𝑁𝑟 and 𝑁𝑈𝑚 = 𝑁𝑈𝑁𝑟.  

Table 5. MSE-based algorithm to determine optimal number of decision variables to 

estimate when (some) inputs are uncertain 

1 Rank the decision variables for EVM parameter estimation from most estimable to least 

estimable using the EVM estimability algorithm in Table 4. 

2 Use EVM regression to estimate the first decision variables from the list, with all others 

fixed at initial guesses. Next, estimate the top two decision variables, followed by the top 

three and so on, until all decision variables have been estimated. Denote the value of the 

objective function with the top 𝑘 decision variables estimated as 𝐽𝐸𝑉𝑀,𝑘. Weighting 

factors used in EVM parameter estimation should be consistent with measurement 

uncertainties and input uncertainties used for scaling during parameter ranking. 

3 Compute the critical ratio: 

𝑟𝐶,𝑘 = (𝐽𝐸𝑉𝑀,𝑘 − 𝐽𝐸𝑉𝑀,𝑁𝐷
)/(𝑁𝐷 − 𝑘) (5.1) 

for 𝑘 = 1, 2, … ,𝑁𝐷 − 1. 

 

4 For each value of k, compute the corrected critical ratio: 

𝑟𝐶𝐶,𝑘 =
(𝑁𝐷 − 𝑘)

𝑁𝑌 + 𝑁𝑈𝑚
(𝑟𝐶𝐾𝑢𝑏,𝑘 − 1) 

(5.2) 

where   

𝑟𝐶𝐾𝑢𝑏,𝑘 = 𝑚𝑎𝑥(𝑟𝐶,𝑘 − 1,
2

𝑁𝐷 − 𝑘 + 2
𝑟𝐶𝐶,𝑘) 

(5.3) 

 

5 Select the value of 𝑘 corresponding to the lowest value of 𝑟𝐶𝐶,𝑘 as the appropriate 

number of decision variables to estimate. 
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Next section investigates the application of this proposed method in the parameter estimability 

and estimation in a pharmaceutical production model. 

 

4. Case Study: EVM Parameter Selection and Estimation in a Pharmaceutical 

Production Model 

 

4.1. Reactants and Reaction Scheme 

Table 6 shows the reaction scheme for the case study. In Table 6, 𝑆𝑀 is the starting material 

and 𝑇𝑀𝐴 is trimethyl amine, a gaseous material that is bubbled into the liquid solution in the 

reactor to start the first reaction.  Because it is difficult to reproducibly add the desired initial 

quantity of 𝑇𝑀𝐴 to the reactor, the initial concentration 𝐶0
𝑇𝑀𝐴 in each run is treated as an 

uncertain input.  The main reaction in Table 6 is highlighted in green because it is a desired 

reaction.  The side reaction is highlighted in red because it is an undesirable reaction, which 

consumes the quaternary chloride salt (𝑄𝑆1𝐶𝑙) and produces chloro-demethylated impurity 

(𝐶𝑙𝐷𝑀𝐼) and 𝑀𝑒𝐶𝑙.  In the future, our goal is to develop a model for a more complex reaction 

system (see Figure 1) wherein an additional reagent allows the reaction to proceed from 𝑄𝑆1𝐶𝑙 

to the desired product, 𝑃. This product is quenched with ammonium hydroxide to provide the 

isolated intermediate, 2-fluoroadenine-9-THP (not shown in Figure 1),  before subsequent 

glycosylation to form crude Islatravir.65 The current study involves only the reactions inside the 

blue dashed box, which were performed to better understand the kinetics of the side reaction 

before building a full kinetic model for the overall reaction scheme in Figure 1. 
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Table 6. Reaction scheme for the case study 

Main Reaction 

𝑆𝑀 + 𝑇𝑀𝐴  
         𝑘𝑓           
→         

        𝑘𝑟         
←            𝑄𝑆1𝐶𝑙 

Side Reaction 

𝑄𝑆1𝐶𝑙  
     𝑘𝑓𝑠        
→         𝐶𝑙𝐷𝑀𝐼 +𝑀𝑒𝐶𝑙 

 

 

 

 

 

Figure 1. Reaction scheme used to produce 9-THP-2,6-difluoropurine. The blue box indicates the 

portion of the scheme considered in the current experimental and modeling study 

 

4.2. Experimental Methods and Available Data  

Two experimental runs were conducted by MSD in a batch reactor, one at 33 °𝐶 and one 

at 23 °𝐶. Both experiments were conducted in a MettlerToledo EasyMax 102 Advanced Synthesis 

Station equipped with an MettlerToledo Easy Control Box (ECB), using a 100 𝑚𝐿 Hastelloy C (HC), 

two-piece pressure reactor equipped with a HC-22 4-blade pitched impeller, an HC thermowell, 

and a digital pressure gauge. A MettlerToledo EasySampler 1210 was used for automated 

reaction sampling to obtain the reaction profile data. All Ultra Performance Liquid 

Chromatography (UPLC) analyses were performed using an Agilent 1290 Infinity II equipped with 
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a Waters Cortecs T3 column (4.6 𝑚𝑚 ×  150 𝑚𝑚; 2.7 um particle size) and a diode array 

detector. An Alicat mass flow controller staged on a hot plate set to 30˚𝐶 was used to charge the 

gaseous trimethylamine reagent to the reactor to initiate reaction. The charge rate was kept 

constant at 30 𝑠𝑐𝑐𝑚 to prevent condensation in the line; the charge duration was set to ensure 

that the total quantity charged was near the target value. 

Prior to each experiment, the necessary plumbing connections were established to add 

the pressure gauge and EasySampler probe to the reactor head and the reactor was pressure-

tested.  To accomplish this, the reactor was pressurized with nitrogen to 15 − 20 𝑝𝑠𝑖𝑔 and the 

pressure monitored over approximately 10 minutes to evaluate leak rates; reactors are 

considered acceptable if the pressure dropped by less than 0.3 psig over that time-period. To 

start an experiment, the starting material (2,6-dichloropurine-9-THP, 6 g) and 

dimethylformamide (𝐷𝑀𝐹, anhydrous, 60 𝑚𝐿) solvent are added to the 100 mL HC reactor inside 

an inert-atmosphere glovebox due to the moisture sensitivity of the reaction; note that residual 

water present during the reaction would lead to water-capture impurities, which are ignored in 

the reaction mechanism in Figure 1. The reactor body is covered with parafilm, removed from 

the glovebox, and seated in the EasyMax. Very rapidly, the parafilm is removed and the reactor 

head connected to the body. The reactor is pressure-purged (0 to 15 − 20 𝑝𝑠𝑖𝑔, 5 times) to 

remove any air from the vessel. To start the reaction, the reactor agitation is initiated (600 𝑟𝑝𝑚) 

and the batch equilibrated at the target reaction temperature. Subsequently, trimethylamine 

(𝑇𝑀𝐴) is charged subsurface at a constant volumetric rate (30 𝑠𝑐𝑐𝑚) for approximately nine 

minutes to achieve the desired charge quantity (0.649 𝑔, 0.5 equivalents) and start the reaction. 

The assumed 𝑇𝑀𝐴 charge quantity is based on the volumetric flowrate set point and the time 
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duration of the charge, with the start and end of the addition corresponding to the manual 

opening and closing of a valve, respectively.  There is no flow totalizer to verify the actual charge 

quantity. Following the completion of the charge, the reaction is aged for 15 hours. Diluted 

samples are collected via the EasySampler at specified times for offline UPLC analysis. 

Figure 2 shows the experimental data for the experimental run at 𝑇 =  33 ˚𝐶 (Run 1). 

Error bars, shown on only a few of the data points in Figure 2 to avoid clutter, were calculated 

from earlier replicate experiments involving some additional reagents (see in Figure 1) on the 

same reactor system. Notice that larger error bars appear on measurements made during the 

first 0.5 ℎ because these replicate experiments revealed larger run-to-run variability at short 

reaction times.  

 

Figure 2. Experimental data for 𝑺𝑴, 𝑪𝒍𝑫𝑴𝑰, and 𝑸𝑺𝟏𝑪𝒍 for Run 1 conducted at 𝑻 = 𝟑𝟑 ℃ 
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4.3. Model Equations and Unknown Parameters 

If all reactions in Table 6 are assumed to be elementary and the solution density is 

constant, mass balances on the species shown in Table 6 give the ordinary differential equations 

(ODEs (7.1) to (7.5)) in Table 7 where 𝐶𝑆𝑀 , 𝐶𝑇𝑀𝐴, 𝐶𝑄𝑆1𝐶𝑙, 𝐶𝐶𝑙𝐷𝑀𝐼, and 𝐶𝑀𝑒𝐶𝑙 are concentrations of 

𝑆𝑀, 𝑇𝑀𝐴, 𝑄𝑆1𝐶𝑙, 𝐶𝑙𝐷𝑀𝐼, and 𝑀𝑒𝐶𝑙, respectively. As indicated in Table 7, the same known initial 

condition for 𝑆𝑀, (i.e., 𝐶0
𝑆𝑀 = 0.366 𝑚𝑜𝑙/𝐿) is used in both experiments that are being modeled. 

No initial condition for the 𝑇𝑀𝐴 concentration is provided in Table 7 because 𝐶0
𝑇𝑀𝐴 is uncertain. 

The other initial concentrations are zero because the corresponding species are not present in 

the reactor at time zero. Algebraic Equations (7.6) to (7.9) in Table 7 are used to account for the 

influence of temperature on the reaction rates. In Equation (7.6), 𝑘𝑓 𝑟𝑒𝑓 is the value of the 

forward rate constant for the main reaction at 𝑇𝑟𝑒𝑓  =  23 °𝐶 = 296.15 𝐾, 𝑅 is the ideal gas 

constant, and 𝐸𝑓 is the corresponding activation energy. Similarly, 𝑘𝑓𝑠 𝑟𝑒𝑓 is the rate constant for 

the side reaction at 296.15 𝐾 and 𝐸𝑓𝑠 is the activation energy for the side reaction. In Equations 

(7.8) and (7.9), 𝐾 is the equilibrium constant for the main reaction and ∆𝐻 is the reaction 

enthalpy.  

Table 8 provides initial parameter guesses, which are required to solve model equations, 

along with lower and upper bounds. These bounds are used to ensure that the resulting estimates 

are physically realistic. Initial guesses in Table 8 are based on preliminary simulations and 

experience from earlier Merck modeling studies on a similar system. Notice that 𝐾𝑟𝑒𝑓 and ∆𝐻 are 

specified as model parameters requiring estimation, rather than the reverse rate constant 𝑘𝑟 𝑟𝑒𝑓 
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and corresponding activation energy 𝐸𝑟. Our reason for selecting this formulation is to reduce 

the amount of correlation among the model parameters. 

Table 7. Dynamic Model Equations for the Batch Reactor 

Equation  Initial condition 

𝑑𝐶𝑆𝑀
𝑑𝑡

= −𝑘𝑓𝐶𝑆𝑀𝐶𝑇𝑀𝐴 (7.1) 𝐶0
𝑆𝑀 = 0.366 𝑚𝑜𝑙/𝐿 

𝑑𝐶𝑇𝑀𝐴

𝑑𝑡
= −𝑘𝑓𝐶𝑆𝑀𝐶𝑇𝑀𝐴 + 𝑘𝑟𝐶𝑄𝑆1𝐶𝑙 (7.2) 𝐶0

𝑇𝑀𝐴 

𝑑𝐶𝑄𝑆1𝐶𝑙
𝑑𝑡

= 𝑘𝑓𝐶𝑆𝑀𝐶𝑇𝑀𝐴 − 𝑘𝑟𝐶𝑄𝑆1𝐶𝑙 − 𝑘𝑓𝑠𝐶𝑄𝑆1𝐶𝑙 (7.3) 𝐶0
𝑄𝑆1𝐶𝑙

= 0 𝑚𝑜𝑙/𝐿 

𝑑𝐶𝐶𝑙𝐷𝑀𝐼

𝑑𝑡
= 𝑘𝑓𝑠𝐶𝑄𝑆1𝐶𝑙 (7.4) 𝐶0

𝐶𝑙𝐷𝑀𝐼 = 0 𝑚𝑜𝑙/𝐿 

𝑑𝐶𝑀𝑒𝐶𝑙

𝑑𝑡
= 𝑘𝑓𝑠𝐶𝑄𝑆1𝐶𝑙 (7.5) 𝐶0

𝑀𝑒𝐶𝑙 = 0 𝑚𝑜𝑙/𝐿 

𝑘𝑓 = 𝑘𝑓 𝑟𝑒𝑓 exp(
−𝐸𝑓

𝑅
(
1

𝑇
−

1

𝑇𝑟𝑒𝑓
)) (7.6) - 

𝑘𝑓𝑠 = 𝑘𝑓𝑠 𝑟𝑒𝑓 exp (
−𝐸𝑓𝑠

𝑅
(
1

𝑇
−

1

𝑇𝑟𝑒𝑓
)) (7.7) - 

𝑘𝑟 =
𝑘𝑓

𝐾
 (7.8) - 

𝐾 = 𝐾𝑟𝑒𝑓 exp(
−∆𝐻

𝑅
(
1

𝑇
−

1

𝑇𝑟𝑒𝑓
)) (7.9) - 

The last two rows in Table 8 are associated with 𝐶0
𝑇𝑀𝐴,1  and 𝐶0

𝑇𝑀𝐴,2, which are the initial 

concentrations of 𝑇𝑀𝐴 in Run 1 (conducted at 33 ˚𝐶) and Run 2 (conducted at 23 ˚𝐶), 

respectively.  As explained in Sections 4.1 and 4.2, due to difficulties in charging the gaseous 𝑇𝑀𝐴 

reproducibly, these values are treated as uncertain inputs. As described in Section 3, these 

uncertain inputs are ranked along with the model parameters and may or may not be selected 

for estimation.  
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Table 8. List of unknown parameters and inputs to estimate 

Parameter Initial Guess Lower Bound Upper Bound 

𝑘𝑓 𝑟𝑒𝑓 (L/mol.h) 100000 10000 1000000 

𝐸𝑓 (kJ/mol) 100 0 200 

𝐾𝑟𝑒𝑓 (L/mol) 100 10 10000 

∆𝐻 (kJ/mol)  0 -200 200 

𝑘𝑓𝑠 𝑟𝑒𝑓 (1/h) 1 0.1 10 

𝐸𝑓𝑠 (kJ/mol) 100 50 200 

𝐶0
𝑇𝑀𝐴,1 (mol/L)  0.5𝐶0

𝑆𝑀 0.4𝐶0
𝑆𝑀 0.6𝐶0

𝑆𝑀 

𝐶0
𝑇𝑀𝐴,2 (mol/L) 0.5𝐶0

𝑆𝑀 0.4𝐶0
𝑆𝑀 0.6𝐶0

𝑆𝑀 

 

4.4. Results and Discussion 

In the current case study, both EVM and WLS methods were used for parameter ranking 

and estimation. The algorithm in Table 4 was used to rank the unknown parameters and inputs 

from most to least estimable for EVM. Similarly, the algorithm in Table 2 was used to rank the 

unknown parameters from most to least estimable for WLS, assuming that 𝐶0
𝑇𝑀𝐴,1 and 𝐶0

𝑇𝑀𝐴,2 

are perfectly known. Table 9 compares the ranked lists for both methods. Notice that the 

proposed new ranking method in Table 4 and the usual ranking method in Table 2 agree that 

𝑘𝑓𝑠 𝑟𝑒𝑓 is the most estimable parameter and that 𝐸𝑓 is the least estimable. Using the MSE-based 

subset selection algorithms in Tables 5 and 3, the optimal number of parameters for estimation 

by EVM and WLS, respectively, were determined and the estimable parameters are shown in 

bold in Table 9 for both methods. Details are provided in the Supplementary Information. These 

results indicate that ∆𝐻, 𝑘𝑓 𝑟𝑒𝑓 and 𝐸𝑓 should be fixed at their initial guesses to prevent overfitting. 
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Notice that 𝐶0
𝑇𝑀𝐴,1 and 𝐶0

𝑇𝑀𝐴,2 were both selected for estimation by EVM. It makes sense that 

𝑘𝑓 𝑟𝑒𝑓 and 𝐸𝑓 were not selected for estimation because the main forward reaction is very fast 

compared to the reverse reaction and the side reaction. As a result, any very large value of 𝑘𝑓 

will lead to similar predictions of the available data. As such, the influences of 𝑘𝑓 𝑟𝑒𝑓 and 𝐸𝑓 on 

the model predictions are small when their values are set near the initial guesses shown in Table 

8. The parameter ∆𝐻 was not selected for estimation because the available data contain very 

little information about the influence of temperature on the equilibrium constant 𝐾. Further 

details about the parameter ranking and subset selection results are provided in the 

Supplementary Information. 

Table 9. List of ranked unknown parameters and inputs 

Parameters and Inputs EVM Rank WLS Rank 

𝒌𝒇𝒔 𝒓𝒆𝒇 1 1 

𝑲𝒓𝒆𝒇 2 2 

𝑪𝟎
𝑻𝑴𝑨,𝟏 3 - 

𝑪𝟎
𝑻𝑴𝑨,𝟐 4 - 

𝑬𝒇𝒔 5 3 

∆𝐻 6 4 

𝑘𝑓 𝑟𝑒𝑓 7 5 

𝐸𝑓 8 6 

 

Table 10 shows the objective functions used for EVM and WLS parameter estimation 

where 𝑦𝑚,𝑖𝑙
𝑗

 is the 𝑙𝑡ℎ measured concentration in the 𝑖𝑡ℎ experimental run for the 𝑗𝑡ℎ  species and 

𝐶𝑖𝑙
𝑗
 is the corresponding model prediction. In 𝐽𝑊𝐿𝑆, the terms corresponding to values of 𝑙 from 1 

to 4 correspond to measurements made during the first 0.5 ℎ of each experimental run when 
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results are less reproducible. Larger weighting factors in the denominators are used for these 

terms compared to those used for terms with 𝑙 ranging from 5 to 24. As shown in Equation (10.2), 

𝐽𝐸𝑉𝑀 is similar to 𝐽𝑊𝐿𝑆, with additional terms corresponding to the uncertain inputs. To minimize 

𝐽𝑊𝐿𝑆 and 𝐽𝐸𝑉𝑀, the trust region reflective algorithm in the lsqnonlin solver in MATLAB® (The 

Mathworks, Natick, MA) was used. Table 11 provides the EVM estimation results and compares 

them to the WLS estimates. 

Table 10. WLS and EVM objective functions  

WLS 

𝐽𝑊𝐿𝑆 =∑∑(
( 𝑦𝑚,𝑖𝑙

𝑆𝑀 − 𝐶𝑖𝑙
𝑆𝑀)2

8.2 × 10−5
+
( 𝑦𝑚,𝑖𝑙

𝑄𝑆1𝐶𝑙
− 𝐶𝑖𝑙

𝑄𝑆1𝐶𝑙
)2

8.2 × 10−5
+
(𝑦𝑚,𝑖𝑙

𝐶𝑙𝐷𝑀𝐼 − 𝐶𝑖𝑙
𝐶𝑙𝐷𝑀𝐼)2

8.2 × 10−5
)

4

𝑙=1

2

𝑖=1

+∑∑(
( 𝑦𝑚,𝑖𝑙

𝑆𝑀 − 𝐶𝑖𝑙
𝑆𝑀)2

1.46 × 10−5
+
( 𝑦𝑚,𝑖𝑙

𝑄𝑆1𝐶𝑙 − 𝐶𝑖𝑙
𝑄𝑆1𝐶𝑙)2

1.46 × 10−5
+
(𝑦𝑚,𝑖𝑙

𝐶𝑙𝐷𝑀𝐼 − 𝐶𝑖𝑙
𝐶𝑙𝐷𝑀𝐼)2

1.46 × 10−5
)

24

𝑙=5

2

𝑖=1

 

(10.1) 

EVM 𝐽𝐸𝑉𝑀 = 𝐽𝑊𝐿𝑆 + ∑
(0.5𝐶0

𝑆𝑀−𝐶0
𝑇𝑀𝐴,𝑖)2

(0.0333𝐶0
𝑆𝑀)2

2
𝑖=1   (10.2)  

 

Table 11. EVM and WLS estimated values for model parameters and uncertain inputs 

Estimated variable Initial guess EVM Estimated value WLS Estimated value 

𝑘𝑓𝑠 𝑟𝑒𝑓 (1/h) 1 0.4098 0.4116 

𝐾𝑟𝑒𝑓 (L/mol) 100 9512 9905 

𝐶0
𝑇𝑀𝐴,1 (mol/L) 0.5𝐶𝑆𝑀

0 = 0.1831 0.1905 - 

𝐶0
𝑇𝑀𝐴,2 (mol/L) 0.5𝐶𝑆𝑀

0 = 0.1831 0.1848 - 

𝐸𝑓𝑠 (kJ/mol) 100 109.1 111.9 

∆𝐻 (kJ/mol) 0 - - 

𝑘𝑓 𝑟𝑒𝑓 (L/mol.h) 100000 - - 

𝐸𝑓 (kJ/mol) 100 - - 
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Figures 3 and 4 show the model predictions for the experiments conducted at 𝑇 = 33 ℃ 

and 𝑇 = 23 ℃, respectively. As expected, predictions obtained using parameter estimates from 

EVM and WLS are better than the predictions obtained using the initial parameter values. As 

shown in in Figures 3A and 3C, there is noticeable offset between the model predictions obtained 

using the WLS parameter estimates and the corresponding 𝑆𝑀 and 𝐶𝑙𝐷𝑀𝐼 concentration data, 

especially at long reaction times. This offset disappears when model predictions are made using 

the EVM parameter estimates, which account for uncertainty in 𝐶0
𝑇𝑀𝐴,1. Notice that the EVM 

estimate of 0.1904 𝑚𝑜𝑙/𝐿 for 𝐶0
𝑇𝑀𝐴,1 is higher than the target value of 0.1831 𝑚𝑜𝑙/𝐿, suggesting 

that more 𝑇𝑀𝐴 than the target value was charged to the reactor at the start of Run 1, which is 

why more 𝑆𝑀 and 𝐶𝑙𝐷𝑀𝐼 were consumed and generated, respectively, than are predicted using 

the WLS approach.  The results for Run 2 in Figure 4 reveal that, although EVM provides 

somewhat better predictions of 𝑆𝑀 and 𝑄𝑆1𝐶𝑙 (see Figures 4A and 4B), both EVM and WLS 

methods provide good predictions for this run. This result makes sense, because value of 

𝐶0
𝑇𝑀𝐴,1 = 0.1905 estimated using EVM is quite close to the target value of 0.183 𝑚𝑜𝑙/𝐿. In 

summary, this case study shows that employing the proposed methodology leads to effective 

EVM parameter estimation results, even when some of the model parameters are not estimable 

from the available data. It also confirms that there are benefits to using EVM parameter 

estimation instead of WLS when some of the model inputs are uncertain.  
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Figure 3. Comparison of model predictions using initial parameter guesses  , EVM parameter 

estimates ⎯ , and WLS parameter estimates ---- with experimental data for SM *, QS1Cl * and 
ClDMI* from batch experiment conducted at 𝑻 = 𝟑𝟑 ℃ 

 
Figure 4. Comparison of model predictions using initial parameter guesses  , EVM parameter 

estimates ⎯ , and WLS parameter estimates ---- with experimental data for SM *, QS1Cl * and 

ClDMI* from batch experiment conducted at 𝑻 = 𝟐𝟑 ℃ 
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5. Data Availability and Reproducibility Statement 
 

All data shown in Figures 2, 3 and 4, which are used for parameter estimation, are 

tabulated in Tables S1 and S2 of the supplementary information. Error bars (where shown) in 

Figures 2, 3 and 4 correspond to two standard deviations, where the standard deviations are 

pooled estimates computed from eight replicate experiments involving 𝑆𝑀, 𝑇𝑀𝐴, 𝐾𝐹 and 𝐷𝑀𝐹 

solvent. Error bars are shown on all of the data points in Figures 3 and 4, but are omitted from 

some of the data points in Figure 2 to avoid clutter. Larger error bars appear on measurements 

during the first 0.5 ℎ because replicate experiments revealed larger run-to-run variability at short 

reaction times. 

 

6. Conclusion 

 

New methods are proposed to aid parameter estimation in fundamental models of 

pharmaceutical processes when some of the independent variables contain important 

uncertainties. These methods prevent parameter overfitting during EVM parameter estimation 

when there is not enough information in the available data to reliably estimate all the uncertain 

inputs and parameters. The proposed methods are extensions to previously developed 

techniques used to rank model parameters from most estimable to least estimable and to select 

an appropriate subset of parameters for estimation in models where the independent variables 

are perfectly known.46,47,55,56 The proposed methodologies rely on an augmented sensitivity 

matrix, which treats uncertain independent variables as both additional parameters requiring 

estimation and additional measured variables used for model fitting. The augmented scaled 

sensitivity matrix can be used in straightforward manner to simultaneously rank the parameters 
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and uncertain inputs from the most estimable to least estimable. An extended MSE-based subset 

selection method is then used to determine how many parameters and inputs from the ranked 

list should be estimated to achieve reliable model predictions.   

 A pharmaceutical batch production case study is used to demonstrate the proposed 

methodology. This case study involves an uncertain initial concentration of trimethylamine 

(𝑇𝑀𝐴) in two experimental runs, due to variability in the amount of 𝑇𝑀𝐴 charged to the reactor. 

The proposed ranking method determined that the initial concentrations 𝐶0
𝑇𝑀𝐴,1 and 𝐶0

𝑇𝑀𝐴,2 are 

ranked 3rd and 4th on the combined list of parameters and inputs. The proposed MSE-based 

subset selection method determined that 𝐶0
𝑇𝑀𝐴,1 and 𝐶0

𝑇𝑀𝐴,2 should be estimated along with 

three model parameters (i.e., 𝑘𝑓𝑠 𝑟𝑒𝑓, 𝐾𝑟𝑒𝑓 and 𝐸𝑓𝑠).  The remaining three parameters (i.e., ∆𝐻, 

𝑘𝑓 𝑟𝑒𝑓 and 𝐸𝑓) were not selected for estimation and were held constant at their initial guesses. 

Keeping these parameters at their initial guesses is consistent with assuming that the main 

forward reaction is very fast and is independent of temperature and that the equilibrium for the 

main reaction is independent of temperature. In future, additional data may make it possible to 

estimate these three parameters and release the corresponding simplifying assumptions.  

The resulting fit to the data, obtained using EVM parameter estimates, is excellent. A 

comparison with WLS parameter estimation results, obtained assuming that 𝐶0
𝑇𝑀𝐴,1 and 𝐶0

𝑇𝑀𝐴,2  

were perfectly known and at their target values, reveals that the EVM fit to the data is much 

better than the WLS fit. For example, there is noticeable offset between the model predictions 

obtained using the WLS parameter estimates and the corresponding 𝑆𝑀 and 𝐶𝑙𝐷𝑀𝐼 

concentration data, especially at long reaction times. This offset is not present in the fit to the 

data obtained using the proposed EVM methodology. 
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The proposed parameter ranking and subset selection methodology should be useful in a 

wide range of pharmaceutical and chemical process models in which some independent variables 

are uncertain and there is insufficient data to estimate all the unknown parameters and inputs. 

In future, we will use the proposed methodology to develop a dynamic model for a more complex 

pharmaceutical production process, shown in Figure 1, which involves additional reagents and 

reactions. 
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