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Abstract

1. Passive Acoustic Monitoring is emerging as a solution for monitoring species and environmental change over large spatial and
temporal scales. However, drawing rigorous conclusions based on acoustic recordings is challenging, as there is no consensus
over which approaches and indices are best suited for characterizing marine acoustic environments. 2. We present an alternative
to the use of ecoacoustic indices and describe the application of multiple machine learning techniques to the analysis of a large
PAM dataset. We combine pre-trained acoustic classification models, dimensionality reduction, and random forest algorithms
to demonstrate how machine-learned acoustic features capture different aspects of the marine environment. We processed two
PAM databases and conducted 13 trials showing how acoustic features can be used to: i) discriminate between the vocalizations
of marine mammals, beginning with high-level taxonomic groups, and extending to detecting differences between conspecifics
belonging to distinct populations; ii) discriminating amongst different marine environments; and iii) detecting and monitoring
anthropogenic and biological sound sources. 3. Acoustic features and their UMAP projections exhibited good performance in the
classification of marine mammal vocalizations. Most of the taxonomic levels investigated here could be classified using the UMAP
projections, apart from species that were underrepresented. Both anthropogenic (ships and airguns) and biological (humpback
whales) sound sources could also be identified in field recordings. 4. We argue that acoustic feature extraction, visualization, and
analysis allows the retention of most of the environmental information contained in PAM recordings, overcoming the limitations
encountered when using ecoacoustics indices. Acoustic features are universal, permitting comparisons of results collected from
multiple environments. Our approach can be used to simultaneously investigate the macro and micro characteristics of marine
soundscapes, with a more objective method and with far less human effort.

INTRODUCTION

Abrupt changes in the ocean environment are increasing in frequency as climate change accelerates
(Ainsworth et al., 2020), resulting in loss of key ecosystems (Sully et al., 2019), and shifts in endangered
species’ distributions (Plourde et al., 2019). Detecting such changes requires both historical and real-time (or
near-real time) data made readily available to managers and decision-makers. Scientists and practitioners
are being tasked with finding efficient solutions for monitoring environmental health and detecting incipi-
ent change (Gibb et al., 2019; Kowarski & Moors-Murphy, 2020). This challenge includes monitoring for
changes in species’ presence, abundance, distribution, and behaviour (Durette-Morin et al., 2019; Fleming
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et al., 2018; Root-Gutteridge et al., 2018), monitoring anthropogenic activity and disturbance levels (Gómez
et al., 2018), monitoring the physical environment (Almeira & Guecha, 2019), and detecting harmful events
(Rycyk et al., 2020), among others.

Environmental sounds provide a proxy to investigate ecological processes (Gibb et al., 2019; Rycyk et al.,
2020), including exploring complex interactions between anthropogenic activity and biota (Erbe et al., 2019;
Kunc et al., 2016). Sound provides useful information on environmental conditions and ecosystem health,
allowing, for example, the rapid identification of disturbed coral reefs (Elise et al., 2019). In concert, numerous
species (i.e., birds, mammals, fish, and invertebrates) rely on acoustic communication for foraging, mating
and reproduction, habitat use and other ecological functions (Eftestøl et al., 2019; Kunc & Schmidt, 2019;
Luo et al., 2015; Schmidt et al., 2014). Noise produced by anthropogenic activities (e.g., vehicles, stationary
machinery, explosions) can interfere with such processes, affecting the health and reproductive success of
multiple marine taxa (Kunc & Schmidt, 2019). In response to concerns about noise pollution, increasing effort
is being invested in developing, testing, and implementing noise management measures in both terrestrial
and marine environments. Consequently, Passive Acoustic Monitoring (PAM) has become a mainstream
tool in biological monitoring (Gibb et al., 2019). PAM represents a set of techniques that are used for the
systematic collection of acoustic recordings for environmental monitoring. It allows collecting large amounts
of environmental information at multiple locations and over extended periods of time.

One of PAM’s most common applications is in marine mammal monitoring and conservation. Marine mam-
mals produce complex vocalizations that are species-specific (if not individually unique), and such voca-
lizations can be used when estimating species’ distributions and habitat use (Durette-Morin et al., 2019;
Kowarski & Moors-Murphy, 2020). PAM applications in marine mammal research span from the study of
their vocalizations and behaviours (Madhusudhana et al., 2019; Vester et al., 2017) to assessing anthropo-
genic disturbance (Nguyen Hong Duc et al., 2021). PAM datasets can reach considerable sizes, particularly
when recorded at high sampling rates, and projects often rely on experts to manually inspect the acoustic
recordings for the identification of sounds of interest (Nguyen Hong Duc et al., 2021). For projects involving
recordings collected over multiple months at different locations, conducting a manual analysis of the entire
dataset can be prohibitive, and often only a relatively small portion of the acoustic recordings is subsampled
for analysis.

At its core, studying acoustic environments is a signal detection and classification problem in which a
large number of spatially and temporally overlapping acoustic energy sources need to be differentiated
to better understand their relative contributions to the soundscape. Such an analytical process, termed
acoustic scene classification (Geiger et al., 2013), is a key step in analysing environmental information
collected by PAM recorders. Acoustic scenes can contain multiple overlapping sound sources, which generate
complex combinations of acoustic events (Geiger et al., 2013). This definition overlaps with the ecoacoustics
definition of soundscape (Farina & Gage, 2017), providing a bridge between the two fields, where a soundscape
represents the total acoustic energy contained within an environment and consists of three intersecting sound
sources: geological (i.e., geophony), biological (i.e., biophony), and anthropogenic (i.e., anthrophony). A goal
of ecoacoustics is to understand how these sources interact and influence each other, with a particular focus
on biological-anthropogenic acoustic interactions.

Automated acoustic analysis can overcome some of the limitations encountered in manual PAM analysis,
allowing ecoacoustics researchers to explore full datasets (Houegnigan et al., 2017). Deep learning represents
a novel set of computer-based artificial intelligence approaches which has profoundly changed biology and
ecology research (Christin et al., 2019). Among the deep learning approaches, Convolutional Neural Networks
(CNNs) have demonstrated high accuracy in performing image classification tasks, including the classification
of spectrograms (i.e., visual representations of sound intensity across time and frequency) (Hershey et al.,
2017; LeBien et al., 2020).

CNNs have been applied successfully to several ecological problems, and their use in ecology has been growing
(Christin et al., 2019), such as to process camera trap images to identify species, age classes, numbers of
animals, and to classify behaviour patterns (Lumini et al., 2019; Norouzzadeh et al., 2018; Tabak et al., 2019).
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CNN’s algorithms perform well for acoustic classification (Hershey et al., 2017), including the identification
of a growing number of species vocalizations such as crickets and cicadas (Dong et al., 2018), birds and frogs
(LeBien et al., 2020), fish (Mishachandar & Vairamuthu, 2021), and lately marine mammals (Usman et al.,
2020). The latter include training neural networks for detecting North Atlantic right whale calls using a
mix of real and synthetic data (Padovese et al., 2021), and the classification of sperm whale clicks (Bermant
et al., 2019). Most CNN applications focus on species detection rather than a broader characterization
of the acoustic environment. Furthermore, automated acoustic analysis algorithms often rely on supervised
classification based on large datasets of known sounds (i.e., training datasets) used to train acoustic classifiers;
creating training datasets is time-consuming and requires expert-driven manual classification of the acoustic
data (Bittle & Duncan, 2013).

Recent developments in acoustic scene analysis demonstrate how the implementation of acoustic feature sets
derived from CNNs, along with the use of dimensionality reduction, can improve our ability to understand
ecoacoustics datasets while providing a common ground for analysing recordings collected across multiple
environments and temporal scales (Clink & Klinck, 2020; Mishachandar & Vairamuthu, 2021; Sethi et al.,
2020). Our study explores the application of acoustic scene analysis to two sets of PAM recordings containing
marine mammal vocalizations (Fig 1). The first dataset, the Watkins Marine Mammal Sound Database
(Woods Hole Oceanographic Institution and the New Bedford Whaling Museum; WMD hereafter), allowed
us to test if acoustic features can be used for classifying marine mammal vocalizations according to multiple
levels of taxonomic organization. The second dataset, which consisted of approximately 72 hours of recordings
collected by Fisheries and Oceans Canada at two different locations within Placentia Bay (Newfoundland,
Canada; PBD hereafter), allowed us to test if the acoustic features can be used to identify different sound
sources, namely ships, seismic airguns, and humpback whales (Megaptera novaengliae ).
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. Figure 1. Analytical framework showing the different steps outlined in the Materials and Methods section.
1labelled using ship band noise statistics; 2labelled through visual inspection of spectrograms;3labelled using
Google & NOAA humpback whale detector (Allen et al., 2021).

MATERIALS ANd METHODS

Data acquisition and preparation

We collected all records available in the Watkins Marine Mammal Database website listed under the “all
cuts” page. We limited the analysis to 37 marine mammal species by discarding data for species with a low
number of audio samples; we processed 17.1 hours of audio. For each audio file in the WMD the associated
metadata included a label for the sound sources present in the recording (biological, anthropogenic, and
environmental), as well as information related to the location and date of recording. We selected audio clips
that contained a marine mammal as the main and only sound source present in the recording and labelled
the vocalizations according to taxonomic group (Odontocetae, Mysticetae, Otariidae, and Phocidae ), order,
family, and species.

We created an additional label defining the population of origin for the orca (Orcinus orca ) samples, which
split them into five groups. The first three, EN Atlantic, WN Atlantic and EN Pacific , are recordings of
orcas in the wild. EN Atlantic samples include orcas recorded in the Norwegian Sea and in a Norwegian
fjord. WN Atlanti c samples include orcas recorded outside St. John’s Harbour (Newfoundland, Canada) and
orcas recorded approximately 130 km south of Martha’s Vineyard (Massachusetts, U.S.). The EN Atlantic
andWN Atlantic samples most likely contain a mix of two orca ecotypes (T1 and T2). EN Pacific samples
included whales recorded in Saanich Inlet (British Columbia, Canada) and Dabob Bay (Washington, U.S.).
These recordings could belong to three orca ecotypes (i.e., resident, offshore, and transient). The last two
labels, EN Atlantic - captive and EN Pacific - captive , indicate recordings of captive whales Moby Doll, a
resident orca captured in British Columbia, and Keiko, captured in Iceland (either a T1 or a T2 ecotype).

The Placentia Bay Database includes recordings collected by Fisheries and Oceans Canada at multiple
stations within Placentia Bay (Newfoundland, Canada), from 2017 to 2020. From the PBD, we selected
three days of recordings from summer 2019. The first two days (2019/08/10 and 2019/10/10) were collected
by an AMAR G4 hydrophone (sensitivity: -165.02 dB re 1V/μPa at 250 Hz) deployed at 65 m of depth,
approximately 13 km south of the town of Burin. The third day of recordings was collected by an AMAR
G4 hydrophone (sensitivity: -164.92 dB re 1V/μPa at 250 Hz) deployed at 100 m of depth, approximately
2 km south of Red Island. Both hydrophones were set to operate following 15 min cycles, with the first
60 s sampled at 512 kHz, and the remaining 14 min sampled at 64 kHz. For the purpose of this study, we
limited the analysis to the 64 kHz recordings. From the Burin deployment, we selected the 10th of August
as it contained seismic airgun noise from oil and gas exploration activity happening in the Grand Banks,
approximately 170 km south of the hydrophone deployment location. From the Red Island deployment, we
selected the 26th of July, which contained ship transits and humpback whale vocalizations. Before proceeding
with the analysis, all recordings were labelled by time stamp and location. All days contained humpback
whale vocalizations.

Acoustic feature extraction

The audio files from the WMD and PBD databases were used as input for VGGish (Abu-El-Haija et al.,
2016; Simonyan & Zisserman, 2014), a CNN developed and trained to perform general acoustic classification.
VGGish was trained on the Youtube8M dataset, containing more than two million user-labelled audio-video
files. Rather than focusing on the final output of the model (i.e., the assigned labels), here the model was
used as a feature extractor (Sethi et al., 2020). VGGish converts audio input into a semantically meaningful
vector consisting of 128 features. The model returns features at multiple resolution: ˜1 s (960 ms); ˜1
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. min (59’520 ms); ˜5 min (299’520 ms). All of the visualizations and results pertaining to the WMD were
prepared using the finest feature resolution of ˜1 s. The visualizations and results pertaining to the PBD
were prepared using the ˜1 min features, except for the humpback whale detection test, which was conducted
on the ˜1 s features.

UMAP ordination and visualization

To allow for data visualization and to reduce the 128 features to two dimensions for further analysis, we
applied Uniform Manifold Approximation and Projection (UMAP) to both datasets in full, and inspected
the resulting plots (Figs. 2 to 7). UMAP is a non-linear dimensionality reduction algorithm based on the
concept of topological data analysis which, unlike other dimensionality reduction techniques (e.g., tSNE),
preserves both the local and global structure of multivariate datasets (McInnes et al., 2018).

The UMAP algorithm generates a low-dimensional representation of a multivariate dataset while maintain-
ing the relationships between points in the global dataset structure (i.e., the 128 features extracted from
VGGish). Each point in a UMAP plot in this paper represents an audio sample with duration of either ˜
1 sec or ˜ 1 min. Each point in the two-dimensional UMAP space also represents a vector of 128 VGGish
features. The nearer two points are in the plot space, the nearer the two points are in the 128-dimensional
space, and thus the distance between two points in UMAP reflects the degree of similarity between two audio
samples in our datasets. Areas with a high density of samples in UMAP space should, therefore, contain
sounds with similar characteristics, and such similarity should decrease with increasing point distance. The
visualizations and classification trials presented here illustrate how the two techniques (VGGish and UMAP)
can be used together for marine ecoacoustics analysis.

Labelling sound sources

Sample labels were obtained with a mix of techniques: labels for the WMD records were obtained from the
database metadata; for the PBD recordings, the start and end of seismic exploration was identified through
manual inspection, ship presence was inferred from sound pressure levels (SPL) in the ship noise band (40-
315 Hz) (Baldwin et al., 2021), and humpback whale presence was inferred using an acoustic detection model
(Allen et al., 2021).

To label anthropogenic noise sources in the PBD, we first used PAMGuide (Merchant et al., 2015) to process
the acoustic recordings. We computed broadband SPL (dB re 1 μPa) between 50 and 4,000 Hz (1 min
resolution) as a global measure of sound pressure level in the dataset. As an indicator of ship noise, we
computed the SPL between 40 and 315 Hz (i.e., ship band hereafter) at 1 min resolution. The ship band
encompasses the 63, 150, and 250 Hz 1/3 octave bands (Baldwin et al., 2021), which are indicators of low-
frequency ship noise levels (Merchant, et al., 2014). Samples that satisfied the following two conditions were
considered as ship presences: 1) the ship band SPL was within 12 dB of the broadband SPL; 2) the 5 min
mean ship band SPL was 3 dB above the global median SPL (i.e., computed on the full dataset) (Appendix
S2.2). PBD samples collected near Burin on 08/10/2019 were inspected to identify the start and end of
seismic airgun activity. All 1-min samples with a time stamp falling within the period of seismic exploration
were marked as airgun noise present and contained multiple blasts.

Biological noise sources in the PBD recordings were processed using the humpback whale acoustic detector
created by NOAA and Google (Allen et al., 2021), providing a model score for every ˜1 s sample. The model
returns scores ranging from 0 to 1 indicating the confidence in the predicted humpback whale presence. We
used the results of this detection model to label the PBD samples according to presence of humpback whale
vocalizations. We selected 0.8 as the minimum model score needed to declare a humpback present, while
every sample with a score lower than 0.8 was labelled as an absence.
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. Label prediction performance

To predict labels from the acoustic features for both the WMD and the PBD datasets, we applied nested
k-fold cross validation to a random forest model, with ten-folds in the outer loop, and five-folds in the
inner loop. We selected nested cross validation as it allows model optimization of hyperparameters and
performance evaluation in a single step. Models were trained either on the two UMAP dimensions, or on the
full set of 128 acoustic features, depending on model performance. Model performance was evaluated using
two metrics: F1 and balanced-accuracy scores, both on a scale from 0 to 1. The F1 score combines model
recall and precision, favouring models with a high score in both metrics (Chinchor, 1992). Balanced accuracy
is suited for measuring model performance when samples are highly imbalanced, and represents the average
recall obtained for each model class (Brodersen et al., 2010). When the F1 and balanced accuracy scores
indicated poor performance of the classifier, we repeated the trial using the 128 acoustic features instead of
the two UMAP dimensions.

In total, we conducted 13 trials on the two databases, six on the WMD, and seven on the PBD (Table
1). The first WMD trial included building a classifier for Mysticete , Odontocete , and Pinniped . For
the remaining five trials, we created subsets of the WMD and ran classifiers for: three Mysticete (Bal-
aenidae ,Balaenopteridae , and Eschrichtiidae ) and fourOdontocete families (Delphinidae , Monodontidae
,Phocoenidae , and Physteridae ); threeBalaenopteridae species (minke, fin, and humpback whales), 14Del-
phinidae species (see Appendix S1 for a complete list); and three distinct orca populations. Species with
less than 100 samples were removed from the analysis.

Trials on the PBD labels proceeded as follows: i) classification of hydrophone locations (i.e., Burin and
Red Island); classification of anthropogenic noise sources, including ii-iii) seismic airguns and iv-v) ships;
and presence of humpback whales using vi) the two UMAP dimensions and vii) the 128 acoustic features,
respectively. Presences represented a very small fraction of the PBD (<0.003 %), leading to high class
imbalance. We used two strategies to reduce class imbalance: we selected a subset of the PBD containing
only hours with at least ten presences (this reduced the PBD dataset to 19 hours of PAM recordings); and
then implemented a balanced random forest classifier (Lemâıtre et al., 2017) in place of the model used for
the previous trials.

RESULTS

Watkins Marine Mammals Sounds Database

UMAP Visualizations

Our inspection of the UMAP 2D ordination plot of three large marine mammal taxonomic groups, Mysticete,
Odontocete , andPinniped , revealed a separation between Mysticete andOdontocete sounds (Fig. 2). However,
the two groups overlapped in some areas of the plot, and Pinniped vocalization clustered close to the centre
of the plot, scattered between the first two groups.

6
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.

Figure 2. UMAP ordination of the WMD dataset with samples coloured according to three large taxonomic
groups (Mysticete, Odontocete, and Pinniped). Pinniped sample points were plotted at double size to
improve visualisation.

Within the Mysticete group, only three families contained enough samples to be considered for further
analysis: Balaenopteridae, Balaenidae, and Eschrichtiidae. In the subsequent UMAP ordination, Balaenidae
samples were almost completely overlapped with Balaenopteridae vocalizations, close to the plot centre (Fig.
3). Eschrichtiidae samples, the least represented label (i.e., the minority label) for the Mysticete , clustered
in four distinct areas of the UMAP plot.

The Odontocete group was dominated by the Physteridaefamily, which represented the majority label for
the subset, followed byDelphinidae and Monodontidae (Fig 4). Phocoenidaevocalisations were the minority
label, and, similarly toEschrichtiidae, samples belonging to this family formed small clusters scattered across
the UMAP plot area.
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.

Figure 3. UMAP ordination of the WMD dataset with samples belonging to the Mysticete group coloured
according to three families. All other samples (Odontocete and Pinniped) are marked in grey.
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. Figure 4. UMAP ordination of the WMD dataset with samples belonging to the Odontocete group coloured
according to four families. All other samples (Mysticete and Pinniped) are marked in grey.

The labelled orca vocalizations (Fig. 5) showed separation between four of the five population labels, apart
from NE Pacific orcas, the minority class of the group. EW Atlantic was the only label whose samples
formed one large and distinct cluster. Samples from the two captive orcas (EN Atlantic – captive and EN
Pacific – captive ), formed two distinct clusters, while the EW Atlanticsamples were scattered across a large
area of the UMAP plot.

Figure 5. Detail of the WMD dataset UMAP ordination with samples belonging to Orcinus orca, coloured
according to their population of origin and wild versus captive status, when recorded. All other samples are
marked in grey.

UMAP label prediction performance

Model evaluation scores were above 0.7 for all of the WMD trials (Table 1), but with varying results depending
on the specific label. The best classification results were obtained for Balanopteridae species (F1 = 0.998;
balanced accuracy = 0.987), while the classifier built forDelphinidae species had the lowest performance
(F1 = 0.829; balanced accuracy = 0.703). Classification accuracy varied across trials. For example, in
the first trial, most Mysticete and Odontocete samples were correctly labelled, while 59% of thePinniped
samples were mislabelled. In the second trial, 99%, 74%, and 71% of the Balaenopteridae, Eschrichtiidae ,
andBalaenidae samples were correctly classified. Of the fourOdontocede families, Physteridae , Delphinidae
, andPhocoenidae , 99%, 90%, and 78% of the samples were correctly classified, respectively. Only 56% of
the testing samples for the family Monodontidae were classified correctly.

Table 1. k-fold nested cross-validation input and results. The table reports model features (X), labels (Y),
and evaluation metrics (F1 score, Balanced Accuracy score). Best models, model hyperparameters, and
scores per run can be found in appendix S1.
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. All of the three Balaenoptera species considered in the study were correctly classified in the vast majority
of cases, with scores equal or above 98% of correct predictions. Eight of the 14Delphinidae species had
80% or more correct label predictions. Of the four labels tested for orcas, correct labels ranged from 87%
(WN Atlantic ) to 92% (EN Atlantic ), except for theEN Pacific labels, with only 33% of the labels guessed
correctly. Both model performance metrics reflected such class imbalances, with lower scores for models
containing a mix of labels with low and high prediction accuracy. Balanced-accuracy scores provided a more
conservative metric and were more sensitive to class imbalance than the F1 scores.

Placentia Bay Dataset

UMAP Visualizations

Our inspection of the UMAP ordination of the ˜1 min acoustic features of the two deployment locations:
Burin and Red Island revealed two overlapping clusters, with samples from Burin predominantly distributed
around the edges of the Red Island cluster (Fig. 6).
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.

Figure 6. PBD dataset UMAP ordination at ˜1 min resolution. Samples grouped by hydrophone deployment
location (left). Samples grouped by sound source (right). All other samples are shown in grey.

Samples labelled as seismic airgun noise and ship noise separated and occupied two distinct portions of the
UMAP ordination plot (Fig. 6). A small number of samples from the two sources overlapped, indicating ship
transits occurring during seismic exploration. However, we could not observe a clear distinction between
presences and absences of the sources.

Lastly, we inspected how UMAP ordinated the ˜1 s acoustic features labelled by their chance of containing
a humpback whale vocalization (Fig. 7). Detections per hour peaked at 1:00 and 13:00 and 15:00 for the
Burin samples, while the Red Island samples showed a single distinct peak at 12:00 (Appendix S2.1). The ˜1
s resolution UMAP ordination showed a concentration of humpback whale detection scores (> 0.8) towards
the right end of the plot, with samples densely aggregated along the second UMAP dimension. However,
and similarly to the anthropogenic noise sources, we could not observe a clear separation between presences
and absences.
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.

Figure 7. UMAP ordination at ˜1 s resolution. Samples are coloured according to humpback whale detection
probability (model scores). Scores above or equal to 0.8 were considered as presences.

Label prediction performance

Balanced accuracy scores for the 1-min UMAP dimensions were high (> 0.85) for the location label (Table 1).
Of the samples labelled as ‘Burin’ and ‘Red Island’, 94% and 95% were correctly identified using the UMAP
dimensions, respectively. Scores for seismic airgun presence were also high; however, model sensitivity was
poor (58.3%), meaning that true positive and false negative predictions occurred with almost equal frequency.
Repeating model training using the 128 acoustic features improved performance, and resulted in a drop of
both false negatives and false positives. The ship presence classifier trained on the two UMAP dimensions
showed a balanced accuracy score of 0.7, with only 33% of samples being correctly identified as presences.
The acoustic features classifier displayed a higher balanced accuracy score (0.86), and the number of correctly
predicted presences, although still low, increased to 58%.

The random forest classifiers for humpback whale presence trained on the two UMAP dimensions showed the
lowest F1 and balanced accuracy score (0.59 and 0.62, respectively), resulting in a large number of mislabelled
samples. Once again, repeating model fitting using the acoustic features improved model performance.
Training the classifier on the 128 dimensions resulted in increased balanced accuracy score, mainly due to a
dramatic increase in classifier sensitivity (93.9%) when compared to the performance of the classifier trained
on UMAP dimensions (<0.001%).

Confusion matrices for the WMD and PBD cross validation runs are reported in Appendix S1.

Discussion

Managing the wellbeing of ecosystems requires identifying when and where human activities are impacting
species’ occurrence, movement, and behaviour. PAM is a useful approach for the detection of both large-
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. and small-scale changes in urban and wild environments, as it allows for continuous and prolonged ecosystem
monitoring. Challenges in employing PAM as a standard monitoring tool arise after data collection, when
researchers and practitioners need to quickly extract useful information from large acoustic datasets, to
understand when and where management actions are needed to preserve the well-being of ecosystems. The
relatively new field of ecoacoustics provides the theoretical background for linking specific characteristics of
the acoustic environment to biodiversity and ecosystem health. However, identifying a common analytical
approach has been an obstacle to the broad application of ecoacoustics theory so far, and most studies
employing ecoacoustics indices are not suited for replicability and comparison.

We addressed these problems by linking marine ecoacoustics assessment to the realms of machine learning
and dimensionality reduction. We applied a deep-learning approach to characterize the biological and an-
thropogenic components of marine acoustic environments, and we illustrated how acoustic features derived
from a pre-trained Convolutional Neural Network capture both the coarse and fine-grained structure of large
PAM datasets. These methods can be applied to a broad range of marine and terrestrial systems.

Our analyses revealed several applications for inferring population- and location-specific information from
acoustic datasets. When datasets are already labelled and focused on a specific taxon, such as the WMD, we
found that acoustic features were particularly suited for the discrimination of marine mammal vocalizations.
Understanding the evolution of vocal diversity and the role of vocalizations in the ecology of a species is one
of the key objectives of bioacoustics research (Lúıs et al., 2021). Full acoustic repertoires are not available
for most species, as building comprehensive lists of vocalizations requires considerable research effort. Here
we show how a general acoustic classification model (VGGish) used as a feature extractor allows us to
detect differences and similarities among marine mammal species, without requiring prior knowledge on the
species’ vocal repertoires. Our results for orcas are of particular interest, as they provide insights on the vocal
similarities and differences between distinct populations of the same species. A large number of orca call
samples labelled as EN Pacific were classified as WN Atlantic whales using the methodology in this study.
Orcas show both genetic divergence and differences in call frequency that are more pronounced for sympatric
ecotypes than whales found in different ocean basins (Filatova et al., 2015). Although we cannot consider
the artefactual conflation of EN Pacific orcas with NW Atlantic orcas in the WMD as definitive evidence
of convergence in vocal behaviour, we suggest that this aspect should be further investigated, perhaps using
more recent recordings of these different orca populations.

More than 60 different ecoacoustic indices are being employed as descriptors of terrestrial soundscapes
(Bradfer-Lawrence et al., 2019), making the search for indices that are successfully measuring biodiversity
across widely variable environments very challenging (Minello et al., 2021). So far, ecoacoustic indices have
been applied to marine environments with little success (Bohnenstiehl et al., 2018). Due to higher sound
propagation efficiency, marine acoustic environments can receive acoustic energy from many sources with
some that are hundreds of kilometres distant, making them more complex to study than terrestrial environ-
ments. Accordingly, the biases shown by acoustic indices measuring terrestrial species diversity (Eldridge et
al., 2018; Fairbrass et al., 2017; Heath et al., 2021) are amplified when transferred to the study of marine
environments (Bohnenstiehl et al., 2018; Dimoff et al., 2021; Minello et al., 2021).

Machine learned acoustic features are a promising alternative to the use of ecoacoustics indices for monitoring
terrestrial biodiversity (Heath et al., 2021; Sethi et al., 2020). In this study, we show how this approach can
also be extended to the study of marine soundscapes. The derived acoustic features were successful in
discriminating between two different marine environments that differed in type and intensity of anthropic
activity: recordings collected in Burin were dominated by distant seismic airgun pulses in the low frequency
range, and the Red Island hydrophone recordings were characterized by frequent ship noise. Both sites
yielded recordings of humpback whale vocalizations, and our results show that machine-learned acoustic
features can be employed for detecting marine mammal sounds across different acoustic contexts. Machine-
learned acoustic features respond to multiple marine sound sources, and can be employed successfully for
investigating both the biological and anthropic components of marine soundscapes.

Reducing acoustic features to two UMAP dimensions, however, resulted in poorly performing classifiers for
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. three sets of labels: airgun noise presence, ship presence, and humpback whale presence. In all three cases,
repeating the analysis on a larger set of 128 features improved model performance at the cost of increased
processing time. The best models used as little as two features, and as many as 64, whereas classifiers based
on the full 128 features were selected as best models for all iterations of the humpback whale classifier
(Appendix S1). This indicates that the number of acoustic features could be significantly reduced in some
instances, thus reducing processing time and virtual memory requirements. The poor performance observed
in the UMAP ship presence classifiers could be partly due to the approach adopted for labelling presences
and to the fact that ship noise was almost ubiquitous in the Red Island recordings. Most samples collected
at the Red Island deployment location were more than 3 dB higher than the full dataset median, but
only a fraction of such samples contributed to the broadband SPL (Appendix S2.2), indicating that ship
presence may have been underestimated. As an alternative, using records of vessel positions obtained from
the Automatic Identification System (AIS) as an indicator of ship presence may improve model performance,
at the cost of underestimating the presence of small vessels, which are rarely equipped with AIS.

Acoustic features have been shown to overcome many of the limitations of ecoacoustics indices; for example,
acoustic features outperform common ecoacoustic indices in discriminating different environmental characte-
ristics (Sethi et al., 2020). Furthermore, acoustic features are resilient to audio file compression and reduction
of Nyquist frequency, and provide results that are independent from type of recorders deployed and choices
relative to the temporal fragmentation of acoustic datasets (Heath et al., 2021; Sethi et al., 2020). Here, we
show that acoustic features and UMAP dimensions allow for the comprehensive exploration of marine PAM
datasets. Features can be used to train classification models focusing on biological and anthropogenic sound
sources and allow for fine-grain comparison of marine mammal vocalizations.

Two limitations persist. VGGish, the CNN used to extract the acoustic features, is pre-trained on audio
files with a sampling rate of 16 kHz, resulting in a Nyquist frequency of 8 kHz. This is sufficient to capture
low frequency vocalizations but reduces its ability to discriminate high-frequency sounds. Nonetheless, we
were able to correctly classify both high- and low-frequency vocalizations in the WMD examples, including
Phocoenidae sounds, a family that includes species that can produce sounds up to 150 kHz. A second
limitation is that acoustic features are not a plug and play product, as establishing links between features and
relevant ecological variables requires additional analyses, while ecoacoustic indices are designed as measures
of specific environmental characteristics.

By presenting a set of examples focused on marine mammals, we have demonstrated the benefits and challen-
ges of implementing acoustic features as descriptors of marine acoustic environments. Our future research will
extend feature extraction and testing to full PAM datasets spanning several years and inclusive of multiple
hydrophone deployment locations. Other aspects warranting further investigation are how acoustic features
perform when the objective is discriminating vocalizations of individuals belonging to the same species or
population, as well as their performance in identifying samples with multiple active sound sources.

Acoustic features are abstract representations of PAM recordings which preserve the original structure and
underlying relationships between the original samples, and, at the same time, are a broadly applicable set of
metrices that can be used to answer ecoacoustics, ecology, and conservation questions. As such, they can help
us understand how natural systems interact with, and respond to, anthropogenic pressures across multiple
environments. Lastly, the universal nature of acoustic features analysis could help bridge the gap between
terrestrial and marine soundscape research. This approach could deepen our understanding of natural systems
by enabling multi-system environmental assessments, allowing researchers to investigate and monitor, for
example, how stressor-induced changes in one system may manifest in another. And these benefits accrue
from an approach that is more objective than manual analyses and requires far less human effort.
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