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either convert all effect estimates to a common scale (e.g. using standardised mean differences) or have separate meta-analyses

for different types of outcome measure (binary and continuous measures).To address the clustering structure, adjusted standard

errors can be used with the inverse variance method, or weights can be assigned based on a consistent level of clustering, such

as the number of healthcare professionals. A graphical method, the albatross plot utilises reported p-values only, and can
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. Abstract

Many complex healthcare interventions aim to change the behaviour of patients or health professionals, e.g.
stopping smoking or prescribing fewer antibiotics. This prompts the question of which behaviour change
interventions are most effective. Synthesising evidence on the effectiveness of a particular type of behaviour
change intervention can be challenging because of the high levels of heterogeneity in trial design. Here we
use data from a published systematic review as a case study and compare alternative methods to address
this heterogeneity. One important sources of heterogeneity is that compliance to a desired behaviour can be
measured and reported in a variety of different ways. In addition, interventions designed to target behaviour
can be implemented at either an individual or group level leading to trials with varying layers of clustering.

To handle heterogeneous outcomes we can either convert all effect estimates to a common scale (e.g. using
standardised mean differences) or have separate meta-analyses for different types of outcome measure (binary
and continuous measures).To address the clustering structure, adjusted standard errors can be used with
the inverse variance method, or weights can be assigned based on a consistent level of clustering, such as
the number of healthcare professionals. A graphical method, the albatross plot utilises reported p-values
only, and can synthesise data with both heterogeneous outcomes and clustering with minimal assumption
and data manipulation.

Based on these methods, we reanalysed our data in four different ways and have discussed the strengths and
weaknesses of each approach.

Keywords

Behaviour change, evidence synthesis, trials.

Background

In healthcare, many complex interventions are designed with the aim of changing the behaviour of indi-
viduals or groups of individuals. When designing new interventions, it is helpful to know which behaviour
change techniques are most effective, and in which context. The behaviour change technique taxonomy1 has
identified and classified 93 different behaviour techniques, and each of these may be used alongside other
techniques to form a complex intervention. The types of behaviours that these interventions could be tar-
geting are numerous and varied; health behaviours such as eating a low calorie diet, or ceasing smoking; or
clinical behaviours such as following government guidelines, prescribing drugs or washing hands. When sum-
marising behaviour change research, one option would be to consider the effect of a specific intervention on
a specific behaviour, but the large number of targeted behaviours would lead to a huge number of potential
systematic reviews (or comparisons within a systematic review); each aiming to answer a different question,
but unlikely to have enough statistical power to do so. In addition, it may be hard to interpret evidence
from multiple systematic reviews of similar interventions that report conflicting conclusions, and present
evidence in different ways. As described by Melandez-Torez2, there are situations where it makes sense to
group together interventions as ‘clinically meaningful units’ with a similar expected ‘theory of change’. In
terms of behaviour change techniques, it can be informative to combine evidence to answer a broad question
about how well a particular behaviour change technique (or group of techniques) has performed, on average,
on any type of behaviour, and to use this information to identify which techniques are effective. This can be
supplemented with analysis of effect moderators, to identify the contexts in which the technique is more or
less effective.

Interventions to change healthcare professional (HCP) behaviour can be designed to target the individual
HCP, or team of HCPs. Trials of this type of intervention can vary in terms of the unit of randomisation which
can be either the individual HCP, or a group of HCPs such as those working within the same site (surgery,
nursing home, ward, hospital). The unit of analysis in these trials can also vary and is not necessarily the
same as the unit of randomisation; for example with randomisation at the level of GP surgery but with data
recorded for each individual patient. The outcomes could be measured using a variety of denominators, such
as the individual patient (e.g. binary measure of whether a test was ordered), individual HCPs (e.g. number
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. of tests ordered per GP), or at site-level (e.g. proportion of patients with an appropriate test order on a
hospital ward). These multiple and varied layers need to be considered in terms of adjustment for clustering,
combination of data and interpretation of results.

There are several proposed methods of summarising mixed measures of behavioural outcome. Higgins et al.3

provide an overview of methods to synthesise quantitative evidence in systematic reviews of complex health
interventions. They describe and compare a number of graphical methods to combine different outcomes;
as well as synthesis methods using effect size estimates, which are suitable for complex interventions. One
approach is to combine effect sizes (standardised mean differences (SMDs)) using standard errors to derive
weights for the studies in meta-analysis. In addition to allowing for different measurements (both binary
and continuous) to be combined, this approach can accommodate a mixture of individually randomised and
cluster randomised trials using weights based on adjusted standard errors. In some systematic reviews, binary
measures of the same outcome are analysed and reported separately from continuous ones4,5. An alternative
approach6 to using weights based on standard errors is to use study weights based on the number of health
professionals included in the study. The albatross plot7 is a graphical method which allows synthesis of
summary data in a variety of formats, using only p-values plotted against sample size; this can be used to
assess the consistency of results visually and allows estimation of average effect sizes.

Aims

Our aim was to examine methods for conducting meta-analysis in the context of heterogeneous behavioural
outcome measures with clustering using a case study. We have applied different methods to data from the
SOCIAL systematic review8-10 to illustrate the methods and examine their strengths and weaknesses.

Dataset

SOCIAL 89,10was a systematic review of randomised controlled trials, looking at the effect of social norms
interventions on the clinical behaviour of health care workers, where a social norms intervention is defined
as ‘an intervention which aims to change the behaviour of an individual by exposing them to the values,
beliefs, attitudes or behaviours of a reference group or person’(Tang, 2021, p.2) This review looked at the
effects of any social norms intervention on any type of clinical behaviour, and aimed to answer an overall
question about the effectiveness of social norms interventions, as well as more specific questions related to
different types of intervention, settings, contexts and behaviour.

The SOCIAL systematic review included 102 unique trials that assessed the effect of a social norms inter-
vention on the clinical behaviour of health workers. For ease of presentation, here we focus on a subset:
16 trials that assessed the effect of ‘credible source’ interventions either alone or alongside other interven-
tions. A credible source intervention provides communication either in favour of or against a particular
behaviour by a person generally agreed on as credible with the aim of persuading the recipient1. For exam-
ple Hallsworth 11 include a persuasive letter from the Chief Medical Officer in their intervention to reduce
antibiotic prescriptions amongst high prescribing GPs.

Note that 2 of these 16 trials had more than two arms that tested the effect of a credible source intervention,
so there were 18 different comparisons included. Table 1 shows the units of randomisation and analysis and
how they vary by study.

The SOCIAL review found that social norms interventions appeared to be an effective method of changing
the clinical behaviour of healthcare workers, with credible source interventions appearing to be most effective
on average10.

Analysis

All analyses were performed using STATA 14.012. We have reported results of both fixed and random effects
meta-analysis.

Where some summary data were missing for the reported trial results, we have imputed missing information
(e.g. standard deviations or intra-cluster correlation coefficients (ICCs)) using other information in the trial

3
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. paper or values from similar trials13. Sensitivity to imputed values was assessed by imputing a range of
different values.

Where the reported outcome data were from either an individually randomised trial or a cluster trial where
the results had already been adjusted for clustering by the unit of randomisation, the standard errors were
utilised without adjustment. Where adjustment for clustering was required the standard error was multiplied
by the square root of the design effect (DE); this requires the average cluster size (M) and the intra-class
correlation coefficient (ICC)13.

DE = 1+(M-1)ICC

Where possible we report the I2 statistic as a measure of heterogeneity 13. The I² statistic estimates the
percentage of variation across studies that is due to study heterogeneity rather than chance.

Method 1: Standardised Mean Differences, weights based on adjusted standard error

This method is commonly used, including in the SOCIAL systematic review8 and other reviews14-17. This
method is simple to use, it utilises information that is generally reported, and it can be performed using
standard statistical software. All reported measures of intervention effect are converted into an approximation
of the standardised mean difference (SMD) using the formulae in Table 21819.

The formula for a standardised mean difference for a continuous outcome (Table 2) refers to Cohen’s d for
ease of calculation. As an alternative Hedges g may be used 19which allows a correction for small sample
size.

We applied these methods to the SOCIAL meta-analysis using the inverse of the squared adjusted standard
error as weights (inverse variance method 13).

Where a trial reported both a continuous and binary outcome measure with appropriately adjusted standard
errors, we utilised the continuous measure but also calculated the SMDs and standard errors using the binary
measure to check for anomalies. Note that rules such as this should be pre-specified to avoid post-hoc decisions
that could introduce bias.

Method 2: Separate analyses for binary and continuous outcomes, weights based on adjusted
standard errors

In this method two separate analyses are produced for the same outcome; one for those that were reported
as binary measurements and one for those that were reported as continuous measurements. This method has
been used in a number of systematic reviews of health behaviour change4,5,16. This method requires very
little data manipulation and adopts a conservative approach to heterogeneity by keeping the two types of
outcome separate.

For illustration we performed meta-analysis on the SOCIAL data using odds ratios for binary data and
standardised mean differences for continuous data, using the inverse variance method with weights based on
adjusted standard errors.

Outcomes were reported as continuous measures on a variety of different scales; therefore they were converted
to standardised mean differences as above 20 . If all continuous measures had been measured on the same
scale, e.g. mean percentage on a scale of 0 to 100, they could be meta-analysed using means and standard
deviations. For meta-analysis of binary data, all summaries need to be converted to the same format (odds
ratio, risk ratio or risk difference); it is recommended that this be chosen in advance at the protocol stage to
avoid selective reporting. We chose odds ratios 18 here as they have certain desirable mathematical properties;
their symmetrical nature would mean that an analysis where the outcome measure is ‘compliance’ or an
analysis where the outcome measure is ‘non-compliance’ would lead to identical conclusions.

Sometimes trials report the same outcome measure in both binary and continuous formats – for example in
a trial where the desired behaviour is ‘test ordering’; summary data could be reported both in terms of the
overall proportion of patients who had a test ordered, and the mean proportion of tests ordered by health

4
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. care professional. Where a trial has reported an outcome in both binary and continuous formats, we included
both measures in the two separate meta-analyses. Note that when using this method, continuous and binary
results may not be later combined together as this would lead to double counting of the same participants.

Method 3: SMDs, weighting by number of health care professionals

Where the population of interest is the health care professional, it may be desirable to weight the results
by the number of health care professionals included6,21to aid population inference. This method utilises
commonly reported summary information without adjustment for clustering. In this method of meta-analysis
the studies are weighted by the number of health care professionals as an alternative to the commonly used
inverse variance method which uses weights based on standard errors. As pointed out in table 4 there are
weaknesses to this approach which we discuss below.

Not every trial in the SOCIAL review reported the number of health care professionals – for example a cluster
trial where an intervention was directed at all staff on a hospital ward. Where no information was given about
the number of health care professionals, Ivers et al.6 used the number of practices/hospitals/communities
instead, and we followed that method here. An alternative might be to estimate the number of health care
professionals using data from similar studies – e.g. using mean number of GPs per surgery or mean number
of nursing staff on a hospital ward. Note that this method needs to be combined with method 1 or method
2 above or an alternative way of summarising mixed outcome measures; here we combined it with method
1 to summarise standardised mean differences.

Method 4: Albatross plots

The albatross plot was first described by Harrison et al7 and is also discussed in Higgins 22. This method
requires minimal data extraction or manipulation and allows data to be synthesised even in circumstances
when outcomes are reported in multiple different formats or where no summary statistics are reported.
Reported results are split into two groups according to the direction of effect; and then p-values are plotted
against sample size. Where necessary, 1-sided p-values need to be converted to 2-sided p-values (or vice versa)
to ensure consistency. An albatross plot allows us to combine outcome data that was reported in a variety of
different ways, including from studies where only a p-value was provided. Under an assumption of normality,
you would expect results corresponding to the same effect size to lie along a contour, with p-values generally
getting smaller as sample size increases. Contours can be added to the plot for a range of different effect sizes
based on standardised mean differences, mean differences, odds ratios or other summary of choice. Effect
sizes can be estimated according to where the majority of points lie. We have added contours to represent
standardised mean differences of 0.3, 0.6 and 0.9. Heterogeneity can also be explored visually by looking at
how closely trials tend to group together along a particular contour.

Note that where p-values are obtained from studies that are clustered in some way, adjustment of sample size
is necessary. One method of doing this is to calculate the effective sample size (E) using the sample size (S),
the reported intra-class correlation coefficient (ICC) and the average cluster size (M) using the formula23

E =
S

1 + ICC × (M − 1)

An alternative is to replace the sample size with the number of health care professionals (or sites) as in
method 3.

For illustration we produced a contour plot using the number of health care professionals (or sites) as the
sample size (Figure 1)

Results

Method 1 produced pooled SMDs of 0.14 (95% CI 0.10 to 0.17) and 0.31 (95% CI 0.14 to 0.51) for the fixed
and random effects results. There is a marked difference between the results for fixed and random effects;

5
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. with the fixed result having a smaller effect size and tighter confidence interval; this is because the fixed
effects analysis gives more weight to large trials, which tended to have more modest effect sizes (Table 3).

Method 2 resulted in pooled OR 1.13 (95% CI 1.06 to 1.20) and pooled SMD 0.50 (95% CI 0.42 to 0.59) for
fixed effects; OR 1.13 (95% CI 1.06 to 1.20) and SMD 0.92 (95% CI 0.11 to 1.73) for random effects. One
study contributed data to both the odds ratio and SMD estimate. The method using odds ratios produced a
far less heterogeneous result than that for the SMDs in this case but as they are from different sets of trials
it is difficult to infer why.

Method 3 resulted in an SMD 0.57 (95% CI 0.50 to 0.64). This weighted average produced the narrowest
confidence intervals for SMDs.

For Method 4, we can see from Figure 1 that all studies reported a positive effect so it is clear that, on
average, credible source interventions seem effective. The fact that the points are not clustered around one
particular contour line tells us that there is a high level of heterogeneity. Both large and small studies appear
to be associated with very small p-values and large effect sizes, so there is little evidence of publication bias.

Three of the methods produced an SMD, which ranged from 0.14 to 0.57. All were statistically significant,
suggesting that we can be reasonably confident that a positive effect exists, but less confident in estimating
the size of the effect as it is sensitive to the method chosen.

Challenges

In Table 4 we summarise the strengths and weaknesses of the different approaches. In systematic reviews
of complex interventions there is likely to be a large amount of heterogeneity due to differences in setting,
population, intervention and study design. When combining different types of outcomes, measured and
reported in a variety of different ways, heterogeneity due to outcome measurement also has to be a serious
additional consideration. Our estimate of heterogeneity, I2 for the SMD analyses ranged from 95.3% to 98.5%
suggesting substantial heterogeneity. Exploration of heterogeneity is not the focus of the paper and has been
discussed by a number of authors242526. Sources of heterogeneity can be explored using methods such as
subgroup analysis27 and meta-regression28 although these common approaches are subject to ecological
fallacy, and superior approaches exist where sufficient data are available29 . In contrast to a meta-analysis of
a well-defined pharmaceutical intervention, where heterogeneity is generally seen as a nuisance, identifying
the sources of the heterogeneity is often a key research questions when synthesising data from complex
interventions.

Some authors have expressed concerns about the use of SMDs in meta-analysis. The SMD estimates the
average improvement in outcome per SD on whatever scale that outcome is measured on; as Greenland30

points out the SD measured within a trial is likely to be different to the population SD and will vary according
to the design features of the trial (e.g. inclusion/exclusion criteria). Trials are often designed to minimise
variability and therefore SDs reported are likely to be smaller than the SD in the target population, leading
to an overestimate of the treatment effect of interest. Another problem, as discussed by Senn31, that is
especially pertinent here, is that the SD will depend on the measurement error, and since we have lots of
different measurement scales we will have lots of different measurement errors; this means that you could
get lots of different SMDs even if the treatment effect was the same in each study.

In an attempt to combine all available information we have converted odds ratios into SMDs using the
methods described by Chinn32. This method provides an estimate of the SMD from an odds ratio using the
assumption that the odds ratio has come from a dichotomy of a normally distributed continuous variable; this
may be a poor estimate when this assumption is not true. Sanchez-Meca33 compares alternative indices to
combine continuous measures with dichotomies and show that this method slightly underestimates the SMD.
Our conclusions were unchanged when binary and continuous data were analysed separately, but the SMDs
estimated from continuous data alone were considerably higher than those when binary data were combined
so it is possible that by converting odds ratios to SMDs we were underestimating the true treatment effect
in this context.

6
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. Varying units of randomisation and analysis lead to difficulties both in terms of synthesis methods and
interpretation. One of our reported methods (Method 3) aims to apply consistent weighting based on the
number of health care professionals to allow inference about a consistent population; however this leads to
other problems. Weights based on sample size do not take into account the variability of the data, essentially
assuming a constant standard deviation across all trials. In their simulation study, Marin-Martinez and
Sanchez-Meca34 show that weighting by the inverse variance yields less biased results than weighting by
sample size. Complexity is added when a review wishes to combine evidence from different types of trial
design35,36. Individually randomised trials, cluster randomised trials and stepped wedge trials are all useful
in answering questions about behaviour change interventions targeted at health care professionals, but you
would not necessarily expect the SMD (effect size) to be consistent across each type of trial due to the
different units of analysis (and therefore different underlying SDs)37,38. Some consensus among trialists of
health professional behaviour change interventions, in the form of a core outcome set39would be useful for
future systematic reviews. Consistency in terms of outcomes used, unit of analysis and format of outcome
reporting is desirable. In addition, we may want to separate out the effect on the health care provider from
the effect on the individual patient; this would require individual participant data and multilevel modelling24.

Some trials used in this analysis have reported ‘mean percentage compliance’ or similar – e.g. the percentage
of occasions a test was ordered, averaged over a group of GPs. This measurement is bounded between 0%
and 100% and therefore cannot be considered truly continuous. Inference methods (meta-analysis of SMDs)
used here assume continuity and normality and are likely to perform poorly where results are close to the
boundaries (0% and 100%). We performed additional sensitivity analyses removing trials where the mean
compliance was between 0% and 20% or between 80% and 100%; and results appeared robust. Alternative
methods to analyse proportions include those suggested by Miller 40and Stijnen et al.41and these may be
preferable when meta-analysing proportions alone.

We acknowledge all of these challenges and feel that conclusions based on any of the methods presented here
need to be very cautious. However we feel that there are occasions where the combination of mixed outcomes
is still warranted, but should be accompanied with appropriate sensitivity analyses and caveats.

Conclusions

Systematic reviews of complex behaviour change interventions in healthcare may include a heterogeneous
set of studies in terms of content, context, trial design and setting. The measures of behaviour change may
also vary which leads to difficulty in attempts to synthesise the data, as well as increased heterogeneity.

In this paper we have presented 4 different methods for combining behavioural outcome measures from trials,
described the strengths and weaknesses of each method, and the problems inherent with combining heteroge-
neous outcome measures with mixed levels of clustering. Each of the methods presented has advantages and
disadvantages, summarised in table 4, and we recommend that reviewers chose their methods carefully based
on the needs of their review, and plan methods and data conversion policies in advance to avoid selective
reporting. We observed that for our data, conclusions would remain robust regardless of the methods of
analysis chosen; however the estimated magnitude of the treatment effect varied quite markedly according to
the method chosen. We view the methods presented as useful when trying to convert all outcome measures
to the same scale and to provide an overall summary, but results should be interpreted extremely cautiously
given the limitations. We would recommend that results are used as an aid in summarising the evidence and
generating future hypotheses rather than to infer future effects.
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Table 1: Units of randomisation and analysis for the 18 credible source comparison

Number of studies Number of comparisons

Unit of randomisation Patient Health care professional Site (ward, hospital, surgery etc) 0 2 14 0 2 16
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Table 2: Formulae to convert extracted data to SMDs

Type of outcome
measure Data to extract

Standardised mean
difference (d)

Standard error of
standardised mean
difference

Continuous reported as
mean or mean difference

Means (M1 and M2),
standard deviations (S1

and S2) and sample size
per group (n1 and n2)

M1 −M2

S

where S=√
(n1−1)

2S1+(n2−1)
2S2

n1+n1−2 =

√
1

n1
+

1

n2
+

d2

n1 + n2 − 2
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.

Type of outcome
measure Data to extract

Standardised mean
difference (d)

Standard error of
standardised mean
difference

Binary reported using
odds ratios

Natural logarithm of
odds ratio (lnOR) and
standard error of log
odds ratio SElnOR.
This can be obtained
from a 95% confidence
interval for the odds
ratio by taking natural
logs and dividing by
2x1.96

√
3
π lnOR

√
3
π SElnOR

Raw binary data Raw binary data (c1/n1

and c2/n2) where c1 and
c2 are the number of
participants complying
with the behaviour of
interest by group.

OR =
c1

n1−c1
c2

n2−c2

Take

natural log and continue
as above SElnOR =

√
1

c1
+

1

n1−c1
+

1

c2
+

1

n2−c2

Continue as above

Table 3: Summary of results for credible source data by 5 different methods

Method
Number of
comparisons Result

Measure of
heterogeneity

Method 1 SMDs.
Weights based on
adjusted standard
errors

18 Fixed effects SMD
0.14(95% CI 0.10 to 0.17)
Random effects SMD
0.31(95% CI 0.14 to 0.51)

I2 = 95.3%

Method 2 Separate
analyses for binary
and continuous
data. Weights based
on adjusted
standard errors

OR 12 SMD 7 Fixed effects OR
1.13(95% CI 1.06 to
1.20) SMD 0.50(95%
CI 0.42 to 0.59)
Random effects OR
1.13(95% CI 1.06 to
1.20) SMD 0.92(95%
CI 0.11 to 1.73)

I2 = 0% I2 = 98.0%

Method 3 SMSs.
Weighting by number
of HCP

18 SMD 0.57(0.50 to 0.64) I2 = 98.5%

Method 4 Albatross
plot

18 All studies reported a
positive effect so clear
evidence of treatment
effect.

Points not clustered
around a single contour
line so high levels of
heterogeneity

Table 4 Strengths and weaknesses of each approach
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. Approach Strengths Weaknesses

Method 1 SMDs. Weights
based on adjusted standard
errors

All available data combined
Clustering accounted for at
level of randomisation

Mixture of different outcomes
and formats likely to lead to
heterogeneity May be difficult
to interpret Inconsistent units
of analysis (patient/HCP/site)
Estimation assumptions may
not hold

Method 2 Separate analyses
for binary and continuous
data. Weights based on
adjusted standard errors

Likely to lead to less
heterogeneity than method 1 as
more similar measures are being
combined. Little manipulation
or estimation required

Does not combine all available
information in a single analysis,
which leads to loss of power and
multiplicity Two analyses may
give conflicting results

Method 3 SMDs. Weighting
by number of HCP

Consistent units – weighted by
health care professional

Number of health care
professionals not always reported,
requiring an estimate to be
imputed Weighting may be
related to quality of reporting;
e.g. poorly reported studies get
less weight. Unit of analysis error
when not randomised at level of
analysis Weights related to the
size of the study but not the
variability/precision Issues with
SMDs as above

Method 4 Albatross plot May include additional studies
that report p-value only No
assumptions

Difficult to check that p-values
are correct if not accompanied
by other summary data
P-values prone to selective
reporting Need to adjust sample
size in some way for cluster
trials

Figure Albatross plot using ‘number of health care professionals’ as sample size.
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