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Abstract

On the example of forty ion pairs, the study demonstrates how the core-level binding energy values can be calculated and
used to plot theoretical spectra at a low computational cost using density functional theory methods. Three approaches for
obtaining the binding energy values are based on delta Kohn–Sham (ΔKS) calculations, 1s Kohn–Sham orbital energies, and

atomic charges. The ΔKS results show a good agreement between the available experimental X-ray photoelectron data. 1s

Kohn–Sham orbital energies and atomic charges also correlate with the ΔKS results.
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Introduction

X-ray photoelectron spectroscopy (XPS) is a powerful tool for studying the electronic structure of solids,
liquids, gases as well as of structures formed at interfaces. It also helps in resolving the atomistic structure
by comparing the measured core-level binding energies (BEs) to the reference values.1 When the appropriate
reference values are either not available or not directly applicable, calculations offer a solution for that
problem. Among possible methods, density functional theory (DFT)2computations allow analysing electronic
and atomistic structures along with predicting BEs for a theoretical XPS spectrum.

Recently, we have applied the XPS method to study the carbon–ionic liquid (IL) interface properties in
connection to its application in the supercapacitors.3–5 ILs have a variety of

appealing properties,6 yet there are not many XPS reference values for that class of compounds. Villar-Garcia
et al. conducted experimental work on bulk ILs with imidazolium-based cations with varying anions, covering
over 20 ILs.7Men et al. investigated bulk ILs based on pyrrolidinium cation and various anions.8 Foelske-
Schmitz et al.studied EMImBF4, EMImB(CN)4, and EMImTFSI ILs at the carbon electrode.9 Kruusmaet
al. also focused on EMImBF4 and EMImB(CN)4 characterisation near electrochemically charged carbon
electrode.3–5
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Although the DFT methods are well suited for ILs structure and property calculations,10,11 computational
works on XPS of ILs are sparse. It is surprising as the calculation of the X-ray photoelectron core-level
spectra is one of the examples where an ion pair is sufficient for modelling the bulk IL.12Generally, the
solvate shell causes changes in the electronic and atomistic structures affecting the infrared, ultraviolet and
other spectra. The core-level electron spectrum is influenced by the solvation shell to a lesser degree. As the
core-levels are determined mostly by the chemical bonding within a molecular entity, hypothetically the BEs
should correlate with the atomic charges.13 Fogartyet al. found such correlation for S(1s) electrons (R 2 =
0.98) and N(1s) electrons (R 2 = 0.94) between the experimental BEs and the computed atomic charges.14,15

Kruusma et al. calculated C(1s) electrons’ Kohn–Sham orbital energies and used their values for fitting the
experimental spectra.3Similarly, Reinmöller et al. used Kohn–Sham orbital energies to calculate the BEs for
the XPS spectra.16,17

In this study, we have applied for the first time the delta Kohn–Sham (ΔKS) method for obtaining the BEs
of ion pairs. Despite doubts regarding charge transfer in ionic liquids modelled with core-hole,18 this article
demonstrates a good agreement between the available experimental XPS data and the calculated ΔKS BEs.
Furthermore, we present and discuss correlations found between the ΔKS BE values, 1s Kohn–Sham orbital
energies and atomic charges.

Methods

Binding energy calculation

At the DFT level of theory, the core-level electron BEs can be obtained by applying initial state or final
state methods.19The final state method includes the core-hole in the electronic structure calculation to get
the total energy of the corresponding excited state (E exc). A separate calculation gives the energy of the
ground state (E gs). The BE is then obtained as the difference between these two quantities:

BE = E exc - E gs (1)

On the one hand, since only the energy differences are used, the final state method takes advantage of DFT’s
high level of accuracy concerning energy differences and neglects inaccuracies arisen by choice of a basis set or
a functional used. When applied to small molecules, this approach shows mean absolute errors in the order of
0.2–0.3 eV with respect to experiments.20,21 On the other hand, many calculations must be run to obtain BE
values for every excited state. Still, the final state method is computationally less expensive than alternatives
like the third-order algebraic diagrammatic construction (ADC(3)) method and GW approximation.18,22,23

For comparison, the GW method, applied to small molecules, gives mean absolute errors below 0.1 eV.24

The initial state method is computationally even less expensive, as it accounts only for the energy level of
the core electron in the ground state. For example, according to Janak’s theorem,25the 1s electron BE can
be approximated by a negative Kohn–Sham orbital eigenvalue:

BE [?] -ε(1s) (2)

Although appealing for its simplicity, the initial state method is sensitive to the choice of the DFT functional
and considerably overestimates the BEs.21

Besides explicit DFT calculations, the BE can be estimated from a purely electrostatic model. Considering a
core electron to be localised entirely at its mother-atom, one may assume that its orbital energy is determined
by the electrostatic potential near the atomic nucleus. Consequently, the corresponding BE value (via Eq.
2) depends on the charge distribution, at first approximation, given by the local charges of the mother-atom
and its neighbouring atoms:13

BE [?] V (qi ,qj ) =kqi +l Σj [?]i Vj +m (3)

where the qi is the atomic charge on the giveni -th atom, k is proportionality constant, l = 14.4 eV·Å/e , the
sum is an estimate for the electrostatic potential of the other atoms, where Vj =qj /Rij , and m is a constant
determined by choice of the reference value. For this work, we obtained the k value of 13.45 eV/e by linear

2
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fitting the 1s Kohn–Sham eigenvalues of C+, C, and C- vs their charge. The value for m was calculated for
each ion pair so that the aliphatic C(1s) electron BE value equals to the reference value of 285.0 eV.

Below we refer to the above-described methods of BE calculation as ΔKS (Eq. 1), ε(1s) (Eq. 2), and V (q )
(Eq. 3) methods. In the literature, the delta Kohn–Sham method is also known as delta self-consistent field
(ΔSCF);21 Janak’s theorem is commonly viewed as an analogue of Koopman’s theorem.26Only a few codes
can run calculations with the core-hole required for the ΔKS method. The ε(1s) method is more accessible
than the ΔKS method, yet the basis set used must describe the 1s orbital, which is somehow problematic
for the plane wave basis sets. The V (q ) method is probably the most universal, yet it depends on the type
of atomic charges used in Eq. 3.

The results of the described ΔKS, ε(1s), and V (q ) methods can be improved in several ways. In principle,
they should converge upon increasing the model size. The smallest IL model is an ion; adding a counter-ion
to it creates a solvate shell and introduces ion-ion interactions – from the weak dispersion and hydrogen-
bonding to the much stronger ion-ion Coulomb interaction. Taking more than one ion into account affects
the results but also increases the cost of the calculations. Similarly, at the computational cost, the absolute
BE values can be more accurately calculated by applying an asymptotically correct exchange-correlation
potential, for example, via hybrid functionals.27 Knowing all that, we made a pragmatic choice in favour of
a simpler model and a common functional to save resources for calculating a more extensive set of ILs.

Computational details

All DFT calculations were performed using the real-space grid-based projector-augmented wave DFT code
(GPAW 1.2).28–31 In all calculations, we used the projector-augmented wave (PAW) method within the
Perdew–Burke–Ernzerhof (PBE) generalised gradient approximation,32,33 a grid spacing of 0.16 Å, and the
residual minimisation method – direct inversion in iterative subspace (RMM-DIIS).34,35 Compared to the
most accurate functionals, PBE shows slightly lower performance in respect to the dissociation energy for the
chosen set of IL ion pairs.36–38 However, PBE is sufficiently fast and accurate for the ΔKS type calculations
that give the total energy difference between the ground state and the first core-excited state.39,40 To obtain
the 1s Kohn–Sham orbital eigenvalues of selected atoms, we generated all-electron setups using gpaw-setup
tool with the parameter –core=””. All other calculations were run with a default frozen core for GPAW
setup 0.9.2.

The gas-phase relaxed structures of ion pairs were taken from Refs 10,37, where they were optimised with
B2PLYP double hybrid functional and triple-zeta basis set. Forty different IL ion pairs, all depicted in
Figure 1, were formed by combining eight anions (B(CN)4

-, TFSI-, FSI-, PF6
-, BF4

-, Cl-, Br-, I-) with five
cations (EMIm+, BMIm+, BMPyr+, BPy+, TEPA+). We introduced 8 Å of vacuum between an ion pair
and the side of the calculation box. Convergence problems occurred for several carbon and nitrogen atoms
in BPyTFSI and BPyrTFSI, as well as for few carbon atoms in BPyB(CN)4, TEPAI, TEPABr, BMPyrI,
BMPyrBr. To tackle this issue, we changed the convergence criterion for energy from 10-8 to 10-4 and density
criterion from default 10-4 to 10-2. In the Supplementary information, Table S1 shows how the variation of
the named criteria influences the energy values starting from the third decimal point, which can be considered
insignificant for the ΔKS type calculations. The Supplementary information also includes all calculated ΔKS
BE values.

To automate calculations, we used the NaRIBaS framework – a collection of scripts that allows generating
input files for all the required systems by defining all the variables one wishes to combine.41 To conduct charge
localisation analysis of atoms, we used density derived electrostatic and chemical (DDEC6) charges.42–44

Results and discussions

Binding energy and the photoelectron spectra

Figure 2 shows spectra obtained in the experimental XPS measurements in contrast to those plotted using
the BE calculated via the ΔKS method. Note that an experimental measurement produces a spectrum which
is then interpreted by researchers so that the BE values obtained by thedeconvolution are manually assigned

3
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to individual atoms. On the contrary, calculations give BE values for individual atoms and the spectrum is
obtained by convolution of their Gaussian functions with a standard deviation of 0.5 eV.

Furthermore, during experiments, the measured spectrum might shift due to the instability of spectrometer
and studied IL as well as due to photoelectron emission. To eliminate the systematic drift, measured BE val-
ues are corrected by shifting the spectrum so that the aliphatic C(1s) electron BE value equals to a reference
value of 285.0 or 285.3 eV (see Ref 7 and references therein). The choice of the reference is disputable, and
it introduces a man-made difference between the shifted experimental and absolute computational values.
Also, the reference energy levels in experiment and computation – Fermi and vacuum energy, respectively –
do not necessarily match each other. Table 1 shows that the calculated ΔKS BEs for the aliphatic carbon
are higher than the reference value of 285 eV by 4–5 eV. Most of that difference is an artefact, while a part is
due to the inaccuracy of the method. For example, in the case of ε(1s) method, the difference can be dumped
by correcting the result with the Perdew–Zunger self-interaction error correction (see Table 2).45,46 For a
fair comparison, below we denote as relative BEs all values shifted so that the aliphatic C(1s) electron BE
value equals to the reference value. When both experimental and predicted spectra are shifted in the same
way, as in Figure 2, a reasonably good agreement between the experimental data and ΔKS results becomes
visible. Bearing in mind that an ion pair is the simplest model of a bulk IL, we leave the explanation of
minor deviations to future work on modelling of bulk ILs.

Figure 3 depicts isosurfaces of the charge density difference between the positively charged excited state and
the neutral ground state of EMImBF4 – the positive value corresponds to a loss of electron density. Recently
Golze et al. hypothesised that the negative charge at an anion could displace to neutralise the core-hole at a
cation atom in the excited ion pair.18 As can be seen in Figure 3, there is no notable partial charge transfer
between the BF4

- anion and the EMIm+ cation; a small redistribution of the electron density happens only
in the vicinity of the carbon atom with a full core-hole.

Figure 4 compares experimental and theoretical spectra for EMImBF4, which is one of the most studied
ILs by the XPS method. All spectra shown have a very similar shape, yet, as can be anticipated, there is
a difference in the sequence of the peaks associated with specific carbon atoms. All BE values are given
in Table 1 as well as marked in Figure 4 with rounded numbers corresponding tointer atoms C1, C2, and
C3 of the imidazolium ring, chainatoms C4 and C5 connected to the nitrogen atoms, an aliphatic C6 (as
defined in Figure 3). The IUPAC atom numbering is also given in Table 1 to simplify the comparison with
the literature.

In comparison to the previously reported BE sequences data for EMImBF4, the ΔKS method swaps the
order of C2/C3 and C4/C5 peaks (see Table 2 and Figure 4). As stated above, the assignment of peaks to
certain atoms is somehow arbitrary. In case of imidazolium-based ILs, the widely accepted order originates
from work 47, where no clear reasoning is given. Later, Kruusma et al. and Reinmöller et al. used calculated
C(1s) Kohn–Sham orbital energies for reconstructing the experimental spectra.3,16 Accordingly, their results
are in agreement with our calculated ε(1s) BEs position in the spectra. However, BEs obtained via Eq. 2
are only approximate, as the negative eigenvalues of orbitals below εHOMO do not precisely correspond to
the vertical ionisation potential.48Moreover, the ε(1s) method neglects the electron density relaxation effects
in response to the core-hole creation illustrated in Figure 3. It was also previously shown that ΔKS method
provides much more accurate predictions than Janak’s or Koompan’s theorem-based calculations.21 Finally,
the most recent difference spectroscopy study resolved the order of peaks in favour of the ΔKS method.49

We conclude that the ΔKS method does give more reliable results than the ε(1s) method.

Figure 5 demonstrates a correlation between the relative ΔKS BEs and the relative ε(1s) BEs for forty ion
pairs. Despite a good correlation withR 2 = 0.93, the standard deviation of 0.32 eV allows swapping the
order of peaks in spectra, as can be seen in case of EMImBF4. When the order of BEs is essential, the ΔKS
method or even better, the GW method should be used.21,50,51 Nonetheless, because the ε(1s) method is
computationally cheaper and more accessible, it can be used for predicting XPS spectra of larger systems
as well as in longer simulations, especially with periodic boundary conditions. GW or ΔKS methods are
currently impractical for large systems. The most recent implementation of the GW method for massively

4
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parallel execution applies to systems up to 100 atoms.18,52 The ΔKS method requires additional calculations
for each BE value, making it substantially more resource-demanding than the ε(1s) method. Therefore, the
use of the ε(1s) method is justified for large systems, e.g.complex interface models calculated with DFT (with
or without periodic boundary conditions) or simulated with DFT-based molecular dynamics, discussed in
Refs 53–57. ε(1s) method might also be useful when the changes in the XPS spectra upon variation of the
chemical composition are a focus of a study, for example, in studies of interfacial reactions.58

Binding energy correlation with orbital energy and atomic charges

Recently it was proposed that the BEs obtained from fitting of the experimental XPS spectra for ILs
correlate with the calculated atomic charges.14,15 Figure 6 demonstrates a modest correlation between the
BE approximated by the first and third terms of Eq. 3 (BE = V (qi )) and the calculated relative ΔKS
BE values. The relation improves significantly by considering the effect of the electrostatic potential of
neighbouring atoms given by the second term in Eq. 3 (BE [?]V (qi ,qj )). Consideration of the neighbour
atoms increases the coefficient of determination (R 2) for individual ion pairs (from 0.04–0.65 to 0.35–0.97)
as well as for the whole set of forty ion pairs (from 0.28 to 0.83). Nevertheless, the deviations allow the
difference in the order of BEs calculated via ΔKS and V (q ) methods.

It should be noted that the V (q ) method has an excessive cost in comparison to the ε(1s) method – it
calls for more resources to perform the charge analysis. For example, for the studied ion pairs, the DDEC6
analysis is almost as demanding as a single point DFT calculation. On the bright side, charge analysis does
not require all-electron basis sets, allowing the application of pseudopotentials and effective core potentials
to recoup the cost of any post-analysis.

Conclusions

In this work, we have validated the applicability of density functional theory (DFT) methods to the prediction
of the X-ray photoelectron spectra (XPS) of ionic liquids. On the example of data for forty ion pairs,
we demonstrated how the core-level electron binding energy (BE) could be calculated and used to plot
theoretical spectra at a low computational cost. The delta Kohn–Sham (ΔKS) method provides the most
reliable results in comparisson to the experimental spectra. Negative 1s Kohn–Sham orbital energies show a
strong correlation with the calculated ΔKS BE values. However, the sequence of orbital energies differs from
the ΔKS BEs data. The correlation of the calculated atomic charges with the ΔKS BE values is notably
weaker. Nonetheless, that correlation can be improved by accounting for the electrostatic potential due to the
surrounding atoms in the ion pair. Thus, the XPS spectra can be predicted based on the DFT calculations
using three different approaches. The choice between them implies a compromise between the computational
cost and accuracy. Besides being more accurate, the ΔKS method is also more resource-demanding and less
accessible than the other two methods. The use of 1s Kohn–Sham orbital energies and atomic charges are
justified when qualitative aspects of X-ray photoelectron spectra are of higher interest than the absolute
binding energy values or when the available computational power is limited.
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Figure 1. Eight anions and five cations were combined to make up the forty ionic pairs.
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Starting from the top left: hexafluorophosphate, chloride, bromide, iodide, tetracyanoborate,
tetrafluoroborate, bis(fluorosulfonyl)imide, bis(trifluoromethylsulfonyl)imide. Bottom row represents
the cations: triethylpropyl-ammonium, 1-butyl-pyridinium, 1-butyl-1-methylpyrrolidinium, 1-butyl-3-
methylimidazolium, 1-ethyl-3-methylimidazolium.

Figure 2. C(1s) XPS spectra for 24 combinations of EMIm+, BMIm+, and BMPyr+ cations with eight anions.
The data for continuous lines were calculated in this work. The data for the dotted line is taken from Ref
3, long-dash line – from Ref 5, dashed lines – from Ref 7, dash-dotted lines – from Ref 9, dash-dash-dotted
lines – from Ref 59.
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Figure 3. Redistribution of the electron density visualised as the charge density difference between the
positively charged excited state and the neutral ground state of EMImBF4. The green isosurface value
equals -0.05 a.u. (an increase of the electronic density). The red isosurface value equals 0.05 a.u. (decrease
of the electronic density). Superscripts provide the IUPAC atom numbering. Circled numbers indicate atoms
by the data shown in Figure 4 and Tables 1–2.

Figure 4. C(1s) XPS spectra of EMImBF4 obtained using the relative BE values. The data for dot-dashed
(1s) and continuous (ΔKS) lines were calculated in this work. The data for the dashed line (Garcia) is taken
from Ref 7, dash-dotted line (Tõnisoo) – from Ref 5, dotted line (Schmitz) – from Ref 9. Absolute BE values
for the labelled data points are given in Table 2.
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Figure 5. Comparison of calculated relative ΔKS with 1s binding energy values for C(1s) for forty ion pairs.
The dashed line is the linear regression (R 2 = 0.93). Rhombs show values calculated for EMImBF4.
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Figure 6. Comparison of calculated V (qi ) (lighter red ×) and V (qi ,qj ) (darker blue +) C(1s) binding
energy values with the calculated relative ΔKS BE for forty ion pairs. The dashed line is the linear regression
(R 2 = 0.83) for theV (qi , qj ) data. Rhombs show values calculated for EMImBF4.
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