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Abstract

Machine learning (ML) algorithms are powerful tools to build models of clouds and cli-
mate that are more faithful to the rapidly-increasing volumes of Earth system data than
commonly-used semiempirical models. Here, we review ML tools, including interpretable
and physics-guided ML, and outline how they can be applied to cloud-related processes
in the climate system, including radiation, microphysics, convection, and cloud detec-
tion, classification, emulation, and uncertainty quantification. We additionally provide

a short guide to get started with ML and survey the frontiers of ML for clouds and cli-
mate.

1 Introduction

Machine learning (ML) describes algorithms that learn to perform a task from data
without being explicitly programmed for that task. This is in contrast to traditional al-
gorithms, such as existing cloud parameterizations, that are explicitly programmed based
on human expertise. Because ML can extract knowledge from large data volumes, it has
revolutionized computer vision, natural language processing, and recommender systems.
As we get an unprecedented amount of Earth system data from diverse observations (re-
mote sensing, in situ measurements, citizen science) and models (high-resolution sim-
ulations, large ensembles of simulations), ML is quickly permeating geosciences (Karpatne
et al. (2018); Bergen et al. (2019); Irrgang et al. (2021), Chap 1) while ML practition-
ers are increasingly interested in tackling climate change-related problems (Rolnick et
al., 2019). Taking the example of numerical weather prediction, ML has already improved
post-processing (Gronquist et al., 2020), statistical forecasting (McGovern et al., 2017),
and nowcasting (Sgnderby et al., 2020), along with promising attempts at purely data-
driven weather forecasting (Rasp & Thuerey, 2020).

In contrast to numerical weather prediction, climate science exhibits challenges that
have limited direct ML applications. First, many more of the variables used in climate
models cannot be directly observed, such as cloud condensation rates and radiative ef-
fects, confining most ML attempts to the emulation of numerical models. Second, as un-
derstanding is often more important than accuracy for key challenges in clouds and cli-
mate science (Bony et al., 2015), climate scientists may avoid methods they deem un-
interpretable. Third, it is notoriously hard to benchmark ML models of climate because
perfectly labeled climate datasets are rare; two recent attempts had to rely on human
labeling to benchmark shallow cloud classification (Rasp, Schulz, et al., 2020) and ex-
treme weather events (Kashinath et al., 2021), while the most recent ML benchmark for
data-driven weather forecasting exclusively relied on meteorological reanalysis data (Rasp,
Dueben, et al., 2020). Finally, making long-term predictions in a changing climate is an
extrapolation problem, meaning that ML algorithms solely trained on present-day cli-
mate data might fail to make predictions in the future (unobserved) climate (Schneider,
Teixeira, et al., 2017; Beucler et al., 2020) with current methods.

In this final chapter, we argue that despite these challenges, ML algorithms are promis-
ing tools to consistently capture climate statistics from large datasets in their full com-
plexity (Watson-Parris, 2020), which purely physical models struggle to do. After an overview
of ML in Sec 2, we present promising applications of ML to clouds and climate in Sec 3,
and give advice on how to get started with scientific ML in Sec 4 before concluding in
Sec 5.

2 Machine Learning

To address the challenges specific to clouds and climate, we survey both physics-
guided (Sec 2.3) and explainable ML (Sec 2.2) after introducing common ML tools (Sec 2.1).



Table 1. Acronyms used in this chapter.

Acronym ‘ Description ‘ Cross-reference
cGAN ‘ conditional Generative Adversarial Network ‘ 3.4
CNN ‘ Convolutional Neural Network ‘ 3.4,3.7,4.1
LRP ‘ Layer-wise Relevance Propagation ‘ 2.2
ML ‘ Machine Learning ‘ All Sections
MRMS ‘ Multi-Radar Multi-Sensor ‘ 2.2
NN ‘ Neural Network ‘ All Sections
RF | Random Forest | 21,23, 3.1, 3.3,4.2
SR ‘ Super-Resolution ‘ 3.4
XAI ‘ eXplainable Artificial Intelligence ‘ 2.2,3.5,5

2.1 Overview of Machine Learning Tools

To identify the ML algorithm most appropriate for the task at hand, it is useful
to introduce two hierarchies. First, we can classify algorithms based on the availability
of external supervisory information from a human expert or other sources. In supervised
learning, by far the most common ML approach, the algorithm learns to map an input
(or features) to an output (or target) from a training dataset consisting of input-output
pairs. The algorithm is then trained to make output predictions as close as possible to
the training targets. This is usually done via the minimization of a cost or loss function
(e.g. mean squared error, cross-entropy loss), which maps the algorithm’s output to a
single number that can be minimized. In contrast, unsupervised learning extracts fea-
tures from data and without the need for labeled input-output pairs. Examples include
dimensionality reduction (via e.g. principal component analysis, autoencoders, self-organizing
maps, see Chap 8 of Géron (2019)), clustering algorithms (e.g. k-means, DBSCAN, Gaus-
sian mixture models, see Chap 9 of Géron (2019)), and generative learning, which can
be broadly defined as a probabilistic model for how a dataset is generated (e.g. varia-
tional autoencoders, generative adversarial networks, see Foster (2019)).

Second, we can classify algorithms based on the number of parameters that are fit-
ted as part of the training process, as illustrated in Fig 1 (orange axis). It is always prefer-
able to start with simple models because they are easier to interpret (green axis) and
less computationally expensive to train. For regression tasks that seek to predict con-
tinuous outputs, linear regressions are arguably the simplest models, while logistic re-
gressions are simple models for classification tasks that seek to predict categorical out-
puts. Decision trees, which use simple conditional statements (the “branches”) to match
each input’s characteristics to corresponding outputs (the “leaves”), can be trained and
averaged to form random forests (RF's) that exhibit lower variance in their predictions
than single decision trees. Finally, neural networks (NNs), which have computational ar-
chitectures loosely based on biological networks of neurons, are powerful non-linear re-
gression and classification tools that are typically expensive to train if deep, i.e. com-
posed of many neuron layers.

While in theory complex models such as NNs can fit any nonlinear mapping given
enough data (Scarselli & Tsoi, 1998), this high representation power comes at a cost: Sim-
ple models such as linear regressions optimized using least squares have a unique set of
optimal parameters, but the parameters of more complex models often need to be op-
timized stochastically with no guarantee of an optimal solution. As the number of re-
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Figure 1. ML algorithms (orange boxes), corresponding interpretation methods (green boxes),

and hybrid ML-physical modeling methods (blue boxes) organized in the three-dimensional space
formed by the number of parameters (Sec 2.1), interpretability (Sec 2.2), and physical structure

(Sec 2.3). Caveats of different configurations are indicated in light red boxes.

quired training samples increases with the number of model parameters, complex mod-

els tend to easily overfit the training dataset, i.e. they memorize the dataset “by heart”,
leading to poor performance when the model is applied to data samples it has not been
trained on. To mitigate this issue, best ML practices require to split the available data
into three datasets: A training dataset to optimize the model’s parameters, a validation
dataset to detect overfitting to the training dataset and to optimize the model’s hyper-
parameters (e.g., number of layers of a NN), and a test dataset to evaluate the final model
on data samples it has never seen before. In Earth science, splitting the data into inde-
pendent training/validation/test datasets can be particularly challenging as samples tend
to exhibit high spatiotemporal correlation (Karpatne et al., 2018), meaning that e.g., split-
ting the data by long time interval (such as years) may be preferable to a random split.
Ying (2019) surveys common ML methods to avoid overfitting, including regularization

of the model’s parameters (e.g., L1, L2, Dropout) and early-stopping of the model’s train-
ing.

If simple models fail to capture the data and a complex model is required, another
caveat is that complex models such as NNs require large amounts of (usually labeled)
data samples to train their many free parameters, often more than is available from e.g.
observations. An elegant workaround, referred to as transfer learning is to build on a NN
trained for a different but closely related task. Examples include leveraging NNs clas-
sifying the 50M images from the famous “ImageNet” dataset (Deng et al., 2009) to make
predictions from satellite observations (Marmanis et al., 2015), and leveraging NNs trained
on climate model data to make predictions from meteorological reanalysis data (Ham
et al., 2019; Rasp & Thuerey, 2020). In these cases, building on existing NNs reduces
not only the required sample size, but also development time and cost. That being said,



the complex resulting NN may still be hard to interpret, motivating methods to explain
the strategies the NN uses to make accurate predictions.

2.2 Interpretable/Explainable Machine Learning

The literature often distinguishes interpretable ML, which generally refers to mod-
els that are designed to be a priori understandable, and explainable machine learning (known
as eXplainable Artificial Intelligence or XAl in the literature), which refers to methods
that try to explain a posteriori the prediction of a trained model, often for specific sam-
ples (Rudin, 2019). Both frameworks help design more transparent and hence trustwor-
thy ML models. Two books (Molnar, 2019; Samek et al., 2019) provide in-depth discus-
sion of both approaches. In this section we focus on XAI to help interpret trained ML
models for climate science.

In Fig 1, methods to interpret ML algorithms are indicated with green boxes (sim-
ple methods such as linear regressions or decision trees are interpretable by construction):
For example, tree decomposition follows the path of a decision tree to decompose a given
prediction as the sum of each input’s contribution. While methods that seek to inter-
pret individual neurons of a neural network have been successful in computer vision (Olah
et al., 2017, 2018; Carter et al., 2019; Yosinski et al., 2015; Bau et al., 2017), they are
difficult to apply in climate science where objects have fuzzy boundaries (e.g. heat waves,
atmospheric rivers). Exceptions involve cases where we can focus on only a few neurons,
including McGovern et al. (2020) who ranked individual neurons in a NN trained for tor-
nado prediction using the neurons’ ability to discriminate output classes.

Therefore, XAI for climate science often focuses on understanding the prediction
of overall ML models for specific samples, most notably via attribution methods. Attri-
bution methods, most common in NNs for image classification, ask: Given a sample and
its label, which pixels in the input image are most important to correctly predict the la-
bel? The result is a heatmap (or attribution map) indicating the most important areas
in the input images. Attribution methods include saliency maps (Simonyan et al., 2013),
SmoothGrad (Smilkov et al., 2017), Integrated Gradients (Sundararajan et al., 2017),
Layer-wise relevance propagation (Montavon et al., 2017, 2018) (see Fig 2), DeepLIFT
(Shrikumar et al., 2017), SHAP (Lundberg & Lee, 2017), GradCAM (Selvaraju et al.,
2017), and occlusion methods (Fong & Vedaldi, 2019). Attribution methods have been
successfully applied in atmospheric science (Gagne II et al., 2019; Brenowitz, Beucler,
et al., 2020; Lagerquist et al., 2020; McGovern & Lagerquist, 2020; Barnes et al., 2020),
and we refer the curious reader to recent reviews by McGovern et al. (2019) and Ebert-
Uphoft and Hilburn (2020) on the use of XAI methods in meteorological applications.

Beyond attribution methods, other methods seeking to interpret ML models as a
whole include backwards optimization, which calculates the input maximizing confidence
in a given output (McGovern et al., 2019), and ablation studies (Raghu & Schmidt, 2020),
which remove certain capabilities from the model’s architecture and retrain the result-
ing model to test how important these capabilities are (see Sgnderby et al. (2020) and
Ebert-Uphoff and Hilburn (2020) for meteorological applications). Finally, when using
XAI methods one should keep in mind (1) potential limitations of the attribution meth-
ods (Adebayo et al., 2018; Kindermans et al., 2017; Bansal et al., 2020), and (2) the im-
portance of providing explanations that are tailored to the user’s concerns and needs (Ras
et al., 2018; Rutjes et al., 2019).

2.3 Physics-Guided Machine Learning

Even highly-interpretable ML models of physical processes such as clouds are of-
ten physically-inconsistent in two major ways, limiting their impact on climate science.
First, they may violate physical laws we know should hold, such as mass and energy con-
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Figure 2. Use of an attribution method, namely Layer-Wise Relevance Propagation (LRP),
to analyze a neural network model that seeks to translate imagery from the Geostationary Op-
erational Environmental Satellite into Multi-Radar Multi-Sensor (MRMS) imagery. LRP results
(bottom row) show where in the input channels the neural network is focusing when predict-
ing the MRMS value for a single (central) pixel. Using LRP indicated for various samples three
strategies for the neural network to trigger large MRMS values, namely i) cloud boundaries, ii)
cold cloud tops, and iii) presence of lightning in the Geostationary Lightning Mapper channel.
See Ebert-Uphoff and Hilburn (2020) for details.

servation. Second, they may fail to generalize to unseen conditions such as extreme weather
events and shifts in the distribution of variables (e.g. geographical shift, climate change).

To address these issues, we can restrict the ML output space to physically-plausible
solutions by adding physical structure to the ML framework. This is referred to as physics-
guided ML (Willard et al., 2020; Reichstein et al., 2019) or hybrid ML-physical model-
ing (blue axis in Fig 1). We can group physics-guided ML approaches into three cate-
gories (three blue boxes in Fig 1), noting that the optimal approach depends on the task
and data at hand.

First, we can integrate physical knowledge without changing the ML algorithm’s
architecture by adding a penalizing term to its loss function, akin to a Lagrange mul-
tiplier (Karpatne et al., 2017; Wu et al., 2020; Willard et al., 2020; de Bezenac et al., 2019).
However, these soft constraints are often insufficient in climate science, where e.g. con-
servation laws need to hold exactly since climatic trends are driven by small energy im-
balances in the Earth system. This motivates changing the model’s architecture to en-
force conservation laws to within machine precision, e.g., by using RFs that enforce con-
servation laws by construction, as long as these laws are a linear combination of the out-
puts (O’Gorman & Dwyer, 2018a), or by augmenting the NN’s architecture with phys-
ical constraint layers so as to exactly enforce conservation laws (Beucler, Pritchard, et
al., 2019). However, enforcing physical laws in this way is often not enough to properly
generalize outside of the training set (O’Gorman & Dwyer, 2018b; Rasp et al., 2018; Re-
ichstein et al., 2019; Beucler et al., 2020). To address this, the penalizing term in the loss
function may enforce assumed (and often approximate) dynamics based on a physical
model (Wu et al., 2020; Camps-Valls et al., 2018; Raissi et al., 2019; Pang et al., 2019;
Raissi et al., 2017; Mao et al., 2020; D. Zhang et al., 2020; Sun et al., 2020; Gao et al.,
2020; Wang et al., 2017). Even if imperfect, such constraints improve predictions in un-
seen conditions by reducing the range of possible outputs, unlike pure ML approaches
that have to make predictions in much larger phase spaces (Karpatne et al., 2017; T. Yang
et al., 2019).



If loss-based constraints do not provide enough physical structure, we can use ML
to bias correct a physical prior or calibrate a physical model’s free parameters. Exam-
ples include machine learning the parameters of Earth System Model parameterizations
within the structure of the known governing equations (Schneider, Lan, et al., 2017), learn-
ing an effective diffusion coefficient to represent turbulent processes in the boundary layer
rather than learning the full turbulent fluxes (Reichstein et al., 2019; Camps-Valls et al.,
2018), or only learning certain coefficients of the Reynolds stress tensor to preserve Galilean
invariance (Ling et al., 2016). A caveat of imposing too much physical structure is the
resulting lack of flexibility to model the data; for instance, at standard climate model
resolutions, even the best ML fit of an eddy-diffusion model (Siebesma et al., 2007) can-
not properly capture the non-local transport associated with shallow convection in the
boundary layer.

3 Application to Clouds and Climate

We now give concrete examples of how ML can be applied to clouds and climate.
Sections are ordered by spatial scales whenever possible, from radiative transfer oper-
ating at the atomic level (Sec 3.1) to cloud classification at the planetary scale (Sec 3.7).

3.1 Radiative Transfer

Radiative transfer is defined as the energy transfer in the form of electromagnetic
radiation. As solar radiation is the atmosphere’s largest energy source, while thermal ra-
diation to space is its largest energy sink, atmospheric models cannot forego calculat-
ing the heat transfer resulting from solar (shortwave) radiation and thermal (longwave)
radiation. While we have excellent empirical knowledge of how molecules in the atmo-
sphere absorb and emit radiation at each electromagnetic spectral line, it is computa-
tionally intractable to calculate radiative transfer line-by-line and atmospheric models
rely on different levels of approximation, including (1) integrating radiative fluxes over
spectral bands of predetermined width, (2) neglecting the three-dimensional nature of
radiation by assuming strictly vertical fluxes (plane-parallel approximation); and (3) cal-
culating radiation using a resolution in time and/or space that is coarser than the model’s
standard resolution.

Aside from recent work using RFs and NNs to reproduce the variability in surface
solar irradiance resulting from the three-dimensional interaction between radiation and
shallow cumuli (Gristey et al. (2020), addressing approximation 2), ML has mostly been
used to improve the temporal resolution of radiative transfer (approximation 3). By re-
placing the original, computationally expensive radiative scheme with its ML-emulated
counterpart (computationally inexpensive once trained), atmospheric models can be ac-
celerated, with the possibility of calling the radiative scheme every time step to improve
the quality of cloud-radiation interactions and numerical weather predictions. To keep
using physical equations when they are available while still accelerating atmospheric mod-
els, it is also possible to only replace expensive computations within radiative schemes,
such as gas optics (Ukkonen et al., 2020; Veerman et al., 2020). ML emulation of radia-
tive transfer has been tested in meteorological (Chevallier et al., 2000; V. M. Krasnopol-
sky & Fox-Rabinovitz, 2006), global climate (Belochitski et al., 2011; V. M. Krasnopol-
sky et al., 2008; V. Krasnopolsky et al., 2010; Pal et al., 2019), and cloud-resolving (Roh
& Song, 2020) models. Recent efforts using ML to emulate subgrid-scale thermodynam-
ics (Rasp et al. (2018), see Sec 3.3) usually include subgrid-scale radiative cooling, mak-
ing it an example where ML helps improve the spatial resolution of radiative transfer,
e.g. by capturing the effect of subgrid clouds on grid-scale radiative cooling.

Other notable applications of ML to atmospheric radiative transfer are the retrieval
of cloud properties from satellite images (Min et al., 2020) and statistical predictions of
surface radiative fluxes. This includes solar forecasting, where ML algorithms have been



successful at post-processing physical forecasts, nowcasting, 6-hour forecasting (see re-
view by Voyant et al. (2017), Gala et al. (2016)), and land-atmosphere modeling, where
ML can help emulate surface radiative properties that are distorted by coarse climate
models, e.g. sun-induced chlorophyll fluorescence spectra (Rivera et al., 2015).

3.2 Microphysics

Microphysics refers to small-scale (sub-um to cm) processes that affect cloud and
precipitation particles (Chap 3, 4, 12). Microphysical parameterization schemes, which
model the effect of cloud and precipitation particle populations on weather and climate,
currently face two major challenges (Morrison, van Lier-Walqui, Fridlind, et al., 2020):
(1) how to represent this effect despite the impossibility of simulating all particles in-
dividually; and (2) uncertainties in microphysical process rates owing to critical gaps in
cloud physics knowledge, especially for ice-phase processes. As microphysics links var-
ious components of Earth’s atmospheric water and energy cycles, its overly simplistic
representation, typically limited to one or two moments from the particle distribution
of each hydrometeor species, remains a large source of uncertainty in numerical weather
forecast and climate simulations (Zelinka et al., 2020).

Thankfully, simulations describing the hydrometeor size distribution more faith-
fully via a bin approach improve accuracy. Although such simulations are too compu-
tationally expensive to be run for long-term climate predictions, they can provide high-
quality training data for ML emulation (which should typically be much faster), with
potential progress towards addressing challenge (1). Gettelman et al. (2020) trained mul-
tiple NNs to emulate the formation of warm rain from a bin scheme, and the NN-powered
climate simulation was able to match the bin scheme’s accuracy at a significantly reduced
computational cost. Seifert and Rasp (2020) trained a NN to emulate microphysical con-
version rates in a two-moment scheme from a Monte Carlo super-droplet simulation, but
while process rates were reproduced with greater accuracy, the resulting solutions to the
collision-coalescence ordinary differential equations did not match the reference simu-
lation as well as the heuristically-designed parameterization. Analysis hints at the ill-
posed nature of two-moment schemes and highlights the importance of evaluating ML
models in long-term simulations. To address structural uncertainty in existing param-
eterizations, Morrison, van Lier-Walqui, Kumjian, and Prat (2020) propose a Bayesian
framework to flexibly relate microphysical process rates to moments of the hydrometeor
size distribution via generalized power series (Loeb, 1991), while ML-based short-term
forecasts tend to forego microphysical schemes by directly fitting parameters of the size
distribution to observational data, e.g. for hail prediction (Gagne et al., 2017).

3.3 Convection

Atmospheric convection, defined as the vertical motion driven by air density dif-
ferences, is notoriously hard to simulate because of its multi-scale nature, as it leads to
the formation of stratocumulus decks (~ 10—100km, Chap 6, 10) while interacting with
planetary-scale dynamics (~ 10*km, Chap 9, 11). Since clouds are radiatively active at
all scales while convection vertically transports heat and water from the surface to the
atmosphere, misrepresenting convection and clouds in atmospheric models leads to large
errors in the energy balance and hence remains the largest source of uncertainty in long-
term climate predictions (Bony et al., 2015). In standard global climate models, convec-
tion and clouds are not explicitly represented and their effect on the climate is approx-
imated by subgrid closures. Traditionally, designing subgrid closures involved a heuris-
tic process and manual tuning to observations. Recent storm-resolving simulations can
explicitly represent tropical deep convection (Stevens et al., 2019) but are too expensive
for climate change simulations. Therefore, emulating the effect of convection and clouds
in storm-resolving simulations using statistical algorithms, including ML, could provide
a shortcut towards data-driven subgrid closure in global climate models.
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Figure 3. Lower-tropospheric subgrid moistening and heating tendencies (left) and subgrid
precipitation (right) from a super-parametrized climate model with realistic boundary conditions
(top) and as emulated by a deep NN (bottom). Adapted from Mooers, Pritchard, et al. (2020).

The first step in designing a data-driven subgrid closure is to create the training
data; this can be done by coarse-graining a storm-resolving simulation to derive the cor-
rection term from coarse to high resolution (Yuval & O’Gorman, 2020; Brenowitz & Brether-
ton, 2019), by running a super-parameterized model that explicitly separates the storm
and the coarse scales and directly provides that correction term (Gentine et al., 2018;
Rasp et al., 2018), or by nudging a standard climate model to observations or meteo-
rological reanalysis (Watt-Meyer et al., 2020; McGibbon & Bretherton, 2019). The sec-
ond step is to choose the ML algorithm: While NNs are commonly used to emulate subgrid-
scale parameterization because they usually yield the best fits (V. M. Krasnopolsky, 2013;
V. M. Krasnopolsky et al., 2013; Gentine et al., 2018; Brenowitz & Bretherton, 2018),
RF-based parameterizations have the advantage of making bounded predictions that re-
spect linear physical constraints (O’Gorman & Dwyer, 2018b). This could explain why
RF's tend to be more stable once coupled back to a climate model (Brenowitz, Henn, et
al., 2020), although NN parameterizations can be designed to be unconditionally stable
(Yuval et al., 2020; Brenowitz, Beucler, et al., 2020) and conserve mass/energy (Beucler,
Rasp, et al., 2019). Recent success in emulating subgrid thermodynamics with Earth-
like boundary conditions (Han et al. (2020), Mooers, Pritchard, et al. (2020), see Fig 3)
are a promising step towards ML-powered long-term climate predictions, while simple
proxys of subgrid parameterization such as the Lorenz 96 system (Lorenz, 1996) can help
quickly test new ML algorithms (Crommelin & Vanden-Eijnden, 2008; Gagne et al., 2020)
and frameworks (Rasp, 2020; Mouatadid et al., 2019).

3.4 Downscaling

Operational meteorological forecasts and climate predictions usually require vari-
ables at the local (e.g. 1km) scale, but global atmospheric models usually output vari-
ables at a coarser (e.g. 50-200km) scale, are not tuned for regional-scale predictions, and
rely on physical variables that may not directly be societally relevant (e.g. momentum
fluxes instead of wind bursts, heating fluxes instead of surface solar irradiance). Ground-
based observations provide large datasets of such variables, which allows ML algorithms
to be trained to predict societally-relevant variables at the local scale (Sharifi et al., 2019)
from coarse-scale model output. We note that this is a particular case of statistical down-
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scaling (reviewed in Wilby et al. (1998)), which is a data-driven and computationally-
inexpensive alternative to dynamical downscaling where a regional-scale physical model

is run with boundary conditions derived from coarse-scale model output (Xue et al., 2014;
Feser et al., 2011).

From a ML perspective, downscaling is analogous to super-resolution (SR), which
aims to obtain a high-resolution output from its low-resolution version (see review by
W. Yang et al. (2019)). We note that SR is an ill-posed problem, as a single low-resolution
image corresponds to an infinite number of high-resolution images from an unknown prob-
ability distribution. Convolutional neural networks (CNNs), which hierarchically extract
data from image patches, have been successfully leveraged to super-resolve precipitation
predictions (Vandal et al., 2017, 2019), satellite images (Pouliot et al., 2018), and ide-
alized turbulent flows (Fukami et al., 2018). Despite outperforming bilinear interpola-
tion baselines (Bano-Medina et al., 2020), CNNs typically underestimate extremes (Sachindra
et al., 2018) as they tend to predict the average of all possible solutions to minimize the
error at each pixel. While Sachindra et al. (2018) found that Relevance Vector Machine
(a Bayesian approach to learning probabilistic sparse generalized linear models, Tipping
(2000)) improved the SR of precipitation extremes, recent work has focused on gener-
ative modeling for SR (Singh et al., 2019), in particular conditional generative adver-
sarial networks (¢cGANs, Mirza and Osindero (2014)). For instance, Stengel et al. (2020)
used a sequence of two cGANSs to super-resolve wind and solar power at the 2km-scale
using 100km-scale climate model output, and showed that the resulting turbulent kinetic
energy spectra and solar irradiance semi-variograms were more consistent with high-resolution
climate model output than those generated by interpolation and simple CNNs (Fig 4).
Finally, in an effort to represent the full distribution of possible super-resolved temper-
ature and precipitation fields from coarse model output, Groenke et al. (2020) adapted
recent work in normalizing flows for variational inference (Grover et al., 2020) to develop
an unsupervised NN approach that generates the joint distribution of high and low-resolution
climate maps.

3.5 Climate Analysis and Understanding

The successful ML attempts described above at modeling atmospheric processes
already improve our understanding of climate dynamics. Taking the example of subgrid-
scale thermodynamics parameterization (Rasp et al., 2018; Brenowitz & Bretherton, 2018;
Yuval & O’Gorman, 2020), the ability of ML models that are local in time and space to
capture the effect of clouds and fine-scale turbulence on large-scale thermodynamics demon-
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strates that it is possible to approximately close large-scale moist thermodynamics equa-
tions without knowledge of small-scale stochasticity, convective-scale organization, and
convective memory.

In addition, modern ML algorithms can be used to find relevant patterns and de-
tect climate signals. Ebert-Uphoff and Deng (2012) used Bayesian networks, a type of
graphical model, to detect causal relationships between low-frequency patterns in the
atmosphere (see Runge et al. (2019) for a broad overview of causal discovery methods
in climate science). Wills et al. (2020) show that signal-to-noise maximal pattern filter-
ing extracts forced climate signals with up to 10 times fewer climate models, even on re-
gional scales. Barnes, Hurrell, et al. (2019) and Barnes et al. (2020) show that XATI ap-
plied to a NN tasked with categorizing the year in a forced climate data record, based
on inputs of global temperature maps, provides a simple new way to identify time-varying
regional indicators of the external forcing, with the possibility of distinguishing e.g. green-
house gas from aerosol forcing (Labe & Barnes, 2021). Toms et al. (2020) shows how XAI
applied to NNs can also update views of El-Nino intrinsic predictability — compared to
linear regression, NNs de-emphasize the roles of the Atlantic and Indian Ocean and boost
the relevance of the northwest tropical Pacific. Applied to West coast temperature anoma-
lies, the same approach reveals that NNs correctly identify near-coastal surface temper-
atures as the strongest source of predictability for 60-day forecasts. In contrast, linear
regressions overemphasize El-Nino-related surface temperature signals in the tropical ocean
that should only dominate at longer lead times. Beyond NNs, Barnes, Samarasinghe, et
al. (2019) used probabilistic graph models to hypothesize a two-branch interaction be-
tween the Madden-Julian Oscillation and the North Atlantic Oscillation, while Di Ca-
pua et al. (2020) combined maximum covariance analysis with causal discovery networks
to understand the causal influence of tropical convection on mid-latitude dynamics.

3.6 Uncertainty Quantification

Uncertainties can be divided into four main categories:

. Observational: due to measurement and representation errors (Janji¢ et al., 2018);
. Structural: due to incorrect model structure;
. Parametric: due to incorrect model parameters;

. Stochastic: due to internal climate variability or the chaotic nature of the flow (Deser
et al., 2012; Lorenz, 1963).

N R

These categories do not intend to be mutually exclusive but rather emphasize sep-
arate philosophical issues. For instance, consider the uncertain parameterization of cloud
microphysics wherein multiple equivalently plausible equations to represent autoconver-
sion rates are in use despite structural differences (structural uncertainty). Meanwhile,
even within a given set of equations, the coefficients and parameters are left to be em-
pirically constrained (parametric uncertainty). This requires confronting observational
uncertainty (e.g. indirect radiometric measurement of precipitating cloud droplets from
radar backscatter with associated sampling and inverse model uncertainty) as well as stochas-
tic uncertainty (e.g. a perfect model can make counterfactual chaotic trajectories that
will eventually diverge from nature necessitating multiple runs per comparison).

While observational, structural, and parametric errors should be reduced as much
as possible, stochasticity should be reproduced as well as possible to increase the fidelity
of the simulations (Berner et al., 2017). Many simple ML algorithms, such as individ-
ual feed-forward NNs, are primarily deterministic such that once trained their predic-
tions do not characterize uncertainties by construction. Ensembles of such NNs, constructed
by e.g. using different initial random weights or shuffling the training set, may capture
stochastic uncertainty. But systematically characterizing parameteric uncertainties is at
the heart of data assimilation (Evensen, 2009; Evensen et al., 1998; Eknes & Evensen,
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1997), which adopts Bayesian approaches to infer the posterior distribution of either the
state or parameters given some initial prior and observational uncertainty. However, de-
spite characterizing the parameteric uncertainty (Dunbar et al., 2020), these Bayesian
approaches do not always address structural uncertainty.

This motivates methods that inherently characterize uncertainties, such as Gaus-
sian Processes (Camps-Valls et al., 2016) that e.g., were recently trained on perturbed
climate simulation ensembles to better characterize aerosol forcing uncertainty from ob-
served aerosol optical depth (Watson-Parris, Bellouin, et al., 2020) and cloud droplet num-
ber (McCoy et al., 2020). A strategy that has not yet seen many applications in Earth
sciences is the use of generative models such as variational autoencoders (Pu et al., 2016)
or generative adversarial networks (Radford et al., 2015; Z. Yang et al., 2019) to build
intrinsically probabilistic models. These approaches aim at reproducing the underlying
distribution as a function of the state and thus can be promising approaches for uncer-
tainty quantification. Finally, dropout layers in NNs (Gal & Ghahramani, 2016) and Bayesian
NNs (Khan & Coulibaly, 2006; Bate et al., 1998) extend determistic NNs to represent
structural uncertainty, making them promising tools to quantify uncertainty.

3.7 Cloud Detection and Classification

The ability to detect and classify clouds from satellite or ground-based observations
has a wide range of important applications, ranging from short-term forecasting of haz-
ardous weather to gaining insights into the climate system by detecting the occurrence
of different cloud types. Cloud detection and classification is a problem especially suited
to modern ML as it mostly relies on image data for which CNNs are particularly well-
suited. Some of the earliest work predates the surge of CNNs, namely J. Lee et al. (1990)
and Tian et al. (1999) use fully connected NNs with engineered features to detect dif-
ferent cloud types (stratus, cirrus and cumulus). Wood and Hartmann (2006) use fully
connected NNs to detect different types of cloud organization (closed/open cell shallow
convection). Muhlbauer et al. (2014) create a climatology of these cloud classes.

Detecting different cloud types and patterns is of particular interest to the climate
community since different cloud structures have widely different impacts on the Earth’s
energy balance (Bony et al. (2015), Chap 14). Mahajan and Fataniya (2019) provide an
overview of methods to detect cloud properties from satellite imagery. Marais et al. (2020)
and Rasp, Schulz, et al. (2020) try to detect larger cloud patterns from satellite imagery.
Marais et al. (2020) use a CNN to classify satellite imagery (MODIS, VIIRS) into cat-
egories such as clear-air, closed-stratiform and high-altitude clouds. Rasp, Schulz, et al.
(2020) focus on modes of organization in subtropical shallow cumulus clouds, based on
cloud pattern classes (sugar, flower, fish and gravel) defined by Stevens et al. (2020). Watson-
Parris, Sutherland, et al. (2020) used a CNN to detect pockets of open cells, trained on
a small dataset of hand-labeled features, and used this algorithm to investigate their ra-
diative impact.

A common challenge for these applications is the need for a large number of labeled
data samples which are often hard to obtain. Solutions include (1) generating labels man-
ually, (2) generating labels from other modalities that may only be available intermit-
tently or in certain locations, (3) using transfer learning to reduce the number of sam-
ples needed (see Sec 2.1), and (4) using unsupervised learning. For example, both Marais
et al. (2020) and Rasp, Schulz, et al. (2020) developed a labeling interface that allowed
scientists to label many thousands of images. Yet even that amount of training labels
is barely enough to train large modern CNNs. Thus both groups used CNNs pretrained
on a huge number of natural images, fine-tuned on the cloud patterns, thus using both
Strategies 1 and 3. An example of Strategy 2 is to use ground-based radar (only avail-
able in some locations) to generate convection labels for GOES satellite imagery (Y. Lee
et al., 2021), or to use CloudSat data (only available intermittently) to generate cloud
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Figure 5. Cloud classification by applying hierarchical clustering to the latent space repre-

sentation of satellite images in a NN trained with the Tile2Vec method. Each row shows samples
from one distinct cloud category identified by the NN. Adapted from Fig 2 of Denby (2020).

type labels for Himawari-8 satellite imagery (C. Zhang et al., 2019). Similarly, (Zantedeschi
et al., 2019) used a semi-supervised learning approach to leverage a small number of clas-
sified satellite images for creating a much larger labeled dataset to cloud types. Approaches
for Strategy 4, unsupervised learning for cloud classification, range from very intuitive

to quite abstract. Haynes et al. (2011) use k-means clustering on physical features to cat-
egorize satellite imagery into cloud types. Since the clustering is performed in a space

with clear physical meaning the resulting cloud categories are easily interpretable. In con-
trast, recent methods propose to use deep NNs for this purpose. Denby (2020) uses an
unsupervised neural network (Tile2Vec architecture by Jean et al. (2019)), then performs
clustering in the abstract space of a NN layer. Visualization of samples shows some ob-
vious similarity within each cluster (see Fig. 5); however, it is not yet clear what exactly
the obtained cloud categories represent, or whether a network that is trained slightly dif-
ferently would yield a similar categorization. Kurihana et al. (2019) also use an unsu-
pervised NN approach for cloud classification, namely classifying satellite (MODIS) im-
agery using a convolutional auto-encoder. In summary, the motivation for NN-based ap-
proaches is that NNs might discover yet unknown patterns, but these patterns remain
underexplored and the corresponding cloud categories may not be robust.

Other important applications include detecting convection from satellite imagery
(X. Zhang et al., 2019; Cintineo et al., 2020; Y. Lee et al., 2021), detecting convective
storms from ground-based radar observations (Gooch & Chandrasekar, 2020), detect-
ing cloud types from pictures taken from the surface (J. Zhang et al., 2018), and detect-
ing fronts from numerical weather model output (Lagerquist et al., 2019, 2020). Finally,
Liu et al. (2016), Racah et al. (2017) and Kashinath et al. (2021) describe an effort to
build a database of expert-labeled tropical cyclones and atmospheric rivers in climate
model output, using a custom labeling interface. This is especially relevant to estimate
how the frequency of these extreme weather events will change under global warming.
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Figure 6. Workflow for a machine learning project in physical sciences.

4 Getting Started with Machine Learning
4.1 A Workflow for Scientific Machine Learning

The first step in a scientific ML workflow (Fig 6) is clearly defining a reproducible
task to be solved by the ML algorithm and the data to be used for training. In some cases
the data might already be available but in many other cases creating the training data
is the first major challenge. For the use case of training a ML subgrid parameterization
discussed in section 3.3, reference model simulations need to be run, often with differ-
ent output requirements than traditional model simulations in terms of variables and spa-
tiotemporal frequency. If the parameterization is to be trained on high-resolution sim-
ulations, an additional coarse-graining step has to be performed to provide the training
dataset. For cloud detection and classification, as described in section 3.7, high-quality
labels of the objects to be classified are often not readily available. Here, traditional al-
gorithms can be used to create labels (Racah et al., 2017). However, as the motivation
for using ML is to outperform traditional hand-crafted algorithms, crowd-sourcing has
turned out to be a powerful tool to collect labels from domain experts (Kashinath et al.,
2021; Rasp, Schulz, et al., 2020). The final task in creating a good dataset is to set aside
representative and independent validation/test sets that can be used to monitor the per-
formance of various ML algorithms on previously unseen data.

With the data available, the next step is training a ML model that is appropriate
for the task. Before doing so, however, it is paramount to have solid baselines to com-
pare to. These baselines can be traditional non-ML techniques or very simple linear ML
algorithms such as linear or logistic regressions. Only with baselines and comparable eval-
uation is it possible to judge how well more complex algorithms are performing. This
makes benchmark problems such as in WeatherBench (Rasp, Dueben, et al., 2020) cru-
cial for the advancement of ML. With baselines set, the question turns to which ML al-
gorithm to use. If possible, it is helpful to search for similar problems previously solved
with ML (Reichstein et al., 2019). Generally, NNs and RFs are the most common mod-
ern ML techniques. For spatially-structured data, CNNs are often the algorithms of choice.
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For time-series problems with memory, recurrent NNs are commonly used. Another im-
portant factor to consider when choosing an algorithm is the number of samples, as it
will determine the complexity of the algorithm one can use as discussed in Sec 2.

Finally, it is important to visualize and analyze the models’ predictions thoroughly
and check for unexpected behavior that might not be visible from a simple validation
score. Feature importance and other interpretability methods can help understand the
inner workings of the algorithms and point towards potential shortcomings and ways to
improve (Sec 2.2). If one detects physically unrealistic behavior, physics-guided ML meth-
ods to incorporate various degrees of physical structure (Sec 2.3) can help, especially when
data are limited or when the algorithm will be applied in unfamiliar climate regimes.

Combined, all of these steps in a ML project can take several months with lots of
trial and error. For this reason, it is paramount to make this workflow reproducible by,
for example, using a version control system like Git and creating frequent checkpoints.

4.2 Machine Learning Software Ecosystem and Resources for Learning

The ML ecosystem changes significantly more rapidly than many other fields. For
this reason, the software and learning resources listed below are also only a snapshot taken
at the time of writing and might change in the future.

Python is by far the most popular programming language for modern machine learn-
ing and we will focus on Python for the remainder of this section. However, there are
some alternatives: R still has a strong standing for statistical applications, e.g. post-processing,
and is still being updated with the latest ML developments. Matlab, an old favorite, has
also recently added support for deep learning. Finally, Julia is a newcomer with strong
core support in the atmospheric science community and growing ML capabilities. In Python,
scikit-learn is a well-established library that has implemented a huge number of su-
pervised and unsupervised learning algorithms, such as linear regression, RFs, various
clustering methods all the way up to simple NNs. For deep learning the two most pop-
ular choices in Python are Tensorflow with its easy-to-use wrapper Keras, and Pytorch.
Most deep learning algorithms found in literature will have code in one of these two Python
libraries available.

As for learning resources, there are a great number of books and courses available.
For books, Géron (2019) is a great starting choice. So is Chollet (2017), which specif-
ically focuses on deep learning. For courses, deeplearning.ai hosts several well-produced
courses on Coursera, and we additionally recommend the deep learning courses of fast.ai.

5 Outlook

Exploration of ML for clouds and climate is still in its infancy with many under-
explored research frontiers spanning observations, modeling and understanding.

For observations, the main challenge remains the lack of samples in the observa-
tional record: While the volume of observed data increases drastically from year to year,
the number of observed events can still be very small for many applications (e.g., extreme
events such as cyclones, atmospheric rivers, etc.) and often there are no labels. Tradi-
tional ML techniques to mitigate these issues, such as data augmentation (image trans-
lation, rotation, and mirroring to create more samples, Yu et al. (2017)), may only be
valid for some two-dimensional data so long as the Earth’s spherical geometry can be
respected (Weyn et al., 2020). For that reason, it is promising to use transfer learning
to fine-tune a ML model on the (potentially) sparse observational data of interest after
training it on model data that can be generated at will (Sec 2.1), or meta-learning to ef-
ficiently adjust the ML algorithm’s hyper-parameters with only a few samples (Finn et
al., 2017; RuBBwurm et al., 2020). Finally, the mathematical simplicity of (fitted) ML mod-
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els compared to dynamical models makes them easier to integrate within data assimi-
lation frameworks (Brajard et al., 2020), opening the door to ML-powered bias correc-
tion of operational atmospheric models (Bonavita & Laloyaux, 2020).

For modeling, ML emulations of individual processes such as clouds are flourish-
ing in climate models and can replace known equations that are hard to discretize (Bar-
Sinai et al., 2019) or fit process-resolving simulations when the equations are unknown
as illustrated by the microphysics (Sec 3.2) and subgrid parameterization (Sec 3.3) cases.
This could readily be extended to parameterize subgrid processes at progressively smaller
scales as global climate model resolution improves. Despite recent progress, it should be
noted that ML emulation for climate modeling faces challenges that are not fully addressed,
such as stability when coupled back to the climate model and generalization to differ-
ent climates (Sec 2.3). A related issue is the quantification of uncertainties with prob-
abilistic or stochastic ML techniques (Sec 3.6). Attempts to date have also not explored
the potential of multi-node GPU/TPU based-high performance computing for ML at scale
due to software infrastructure challenges (Ben-Nun & Hoefler, 2019).

Finally, leveraging modern ML tools to improve our understanding of the climate
from large datasets remains mostly untapped. While recent data-driven equation dis-
covery tools (Long et al., 2019; S. Zhang & Lin, 2018) show promising preliminary re-
sults in physics (Brunton et al., 2016; Rudy et al., 2017) and oceanography (Zanna &
Bolton, 2020) in simple settings, partial differential equation discovery tools have not yet
been applied to cloud processes and climate modeling in Earth-like settings. XAI helps
translate successes in emulation into improved climate understanding (Sec 2.2), but it
does not extract causes of particular phenomena, motivating causal research to improve
our theoretical understanding of the climate system (Runge et al., 2019). Causal infer-
ence (e.g. Granger causality) and causal discovery (e.g. causal effect networks) meth-
ods have been successfully applied to establish a feedback of ocean surface temperatures
on the North-Atlantic Oscillation (Mosedale et al., 2006) and analyze Arctic drivers of
midlatitude winter circulation (Kretschmer et al., 2016), but they remain under-explored
in the analysis of convection and cloud-related climactic processes. A recent exception
is Hirt et al. (2020) who used linear causal graph analysis to show that low model res-
olution decreased the frequency of convective initiation by reducing upward mass flux
at gust fronts. Finally, as generative modeling can combine dimensionality reduction with
prediction, further exploring generated latent spaces may reveal new sources of predictabil-
ity in observational and simulation data (Mooers, Tuyls, et al., 2020).
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