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Abstract15

Mesoscale currents account for 80% of the ocean’s kinetic energy, whereas submesoscale16

currents capture 50% of the vertical velocity variance. SWOT’s first sea surface height17

(SSH) observations have a spatial resolution an order of magnitude greater than tradi-18

tional nadir-looking altimeters and capture mesoscale and submesoscale features. This19

enables the derivation of submesoscale vertical velocities, crucial for the vertical trans-20

port of heat, carbon and nutrients between the ocean interior and the surface. This work21

focuses on a mesoscale energetic region south of Tasmania using a coupled ocean-atmosphere22

simulation at km-scale resolution and preliminary SWOT SSH observations. Vertical ve-23

locities (w), temperature anomalies and vertical heat fluxes (VHF) from the surface down24

to 1000 m are reconstructed using effective surface Quasi-Geostrophic (sQG) theory. An25

independent method for reconstructing temperature anomalies, mimicking an operational26

gridded product, is also developed. Results show that sQG reconstructs 90% of the to-27

tal w and VHF rms at scales down to 30 km just below the mixed layer and 50-70% of28

the rms for scales larger than 70 km at greater depth, with a spatial correlation of ∼0.6.29

The reconstruction is spectrally coherent (> 0.65) for scales larger than 30-40 km at the30

surface, slightly degrading (∼0.55) at depth. The two temperature anomalies datasets31

yield similar results, indicating the dominance of w on VHF. RMS of sQG w and VHF32

derived from SWOT are twice as large as those derived from conventional altimetry, high-33

lighting the potential of SWOT for reconstructing energetic meso and submesoscale dy-34

namics in the ocean interior.35

Plain Language Summary36

This work focuses on vertical ocean dynamics induced by small-scale ocean surface37

currents, especially those at the mesoscale and submesoscale (20-100 km in diameter).38

These ocean vertical velocities pump heat and carbon from the surface to depth and carry39

nutrients important for biomass development. Our motivation is the first data from the40

new satellite SWOT (Surface Water and Ocean Topography), which provides observa-41

tions of surface geostrophic currents at much higher resolution compared to traditional42

satellites. We study a Southern Ocean area near Tasmania using a realistic coupled ocean-43

atmosphere simulation at a km-scale resolution and initial SWOT data and reconstruct44

vertical velocities, temperature, and heat fluxes using a vertical projection theory. Re-45

sults show that the vertical reconstruction coherently represents ocean vertical veloci-46

ties and heat fluxes below the surface mixed layer larger than 30-40 km and that smaller47

scales are not well reconstructed. In the computation of vertical heat fluxes, we compare48

two different ways of measuring temperature anomalies, finding that, overall, the differ-49

ence is not significant because vertical velocities dominate the heat fluxes. Additionally,50

this study highlights the potential of SWOT for studying small-scale ocean dynamics.51

1 Introduction52

Studying oceanic vertical exchanges is paramount because the global ocean is re-53

sponsible for storing up to 93% of the energy imbalance due to global warming (Rhein54

et al., 2013), and has absorbed about 30% of total anthropogenic carbon dioxide emis-55

sions since the 1980’s (Intergovernmental Panel On Climate Change (Ipcc), 2022). Ob-56

serving the dynamical processes that carry this heat and carbon into the ocean interior57

is still a major challenge in oceanography. The ocean is also highly turbulent. Cyclonic58

and anticyclonic eddies, ubiquitous and very energetic mesoscale structures, contribute59

to the energetics of the oceanic circulation, particularly in the western boundary cur-60

rents and the Antarctic Circumpolar Current (ACC). Mesoscale eddies (50-300 km) im-61

pact the lateral stirring and structure of tracers, setting the ocean distribution of heat,62

salt, carbon, nutrients and biomass (Franks et al., 1986; Strass, 1992; Mahadevan & Archer,63

2000; A. P. Martin et al., 2002). Their primary role is now recognised also in driving global64
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upward vertical heat transport (Rintoul, 2018; Llort et al., 2018). Griffies et al. (2015)65

found that the representation of the mesoscale in climate models can largely influence66

lateral and vertical heat transport. Therefore, it is fundamental to include a rich rep-67

resentation of the ocean mesoscale in model simulations or employ a correct parametriza-68

tion. However, numerical models do not fully agree on the magnitude of the eddies’ im-69

pact on the vertical tracer distribution (McGillicuddy et al., 2007) and observations of70

these 3D dynamical structures are limited. In-situ observations of vertical velocities are71

rare, difficult to measure and have limited coverage in space and time. Satellite infrared72

and colour images show submesoscale horizontal filamentary structures between the ed-73

dies, which greatly contribute to the nutrient supply, closing the nutrient budget (Lévy,74

2024), but their observations are limited to the ocean surface and in clear sky conditions.75

Traditional altimetry surface geostrophic velocities have a resolution of around 150 km76

(Ballarotta et al., 2019) and are thus not able to resolve the small and very energetic scales77

predominant in the Southern Ocean, where the Rossby radius is small.78

The Surface Water and Ocean Topography (SWOT) wide-swath altimeter mission79

launched in December 2022 (Morrow et al., 2019; Fu et al., 2024) brings a new 2D ob-80

servation of these scales, being able to observe small ocean structures of 5-10 km with81

a time coverage in the order of a few days or better at high latitudes. The first SWOT82

data indicate that the spectral level noise is even lower than the requirement by one or-83

der of magnitude at small scales, showing ocean circulation processes at scales down to84

∼5 km (Fu et al., 2024). After careful editing and processing (Dibarboure et al., 2023),85

this allows a more precise estimate of ocean sea level elevation, and its derived geostrophic86

currents, vorticity and strain. These are key properties for reconstructing the 3D ocean87

circulation from 2D surface satellite observations, which has long been a goal in oceanog-88

raphy.89

Different methodologies have been developed to extend surface observations into90

the ocean interior and estimate vertical velocities as the vector for the vertical transport91

of heat, carbon, and nutrients. The classical Omega equation (Hoskins et al., 1978) has92

been widely used to study the balanced motions associated with fronts (Tintoré et al.,93

1991; Rudnick, 1996; A. Martin & Richards, 2001; Allen et al., 2001), but the availabil-94

ity of high-resolution data within mesoscale eddies remains a challenge for its applica-95

tion on a larger scale. To explain energy redistribution through different scales, the interior-96

quasi-geostrophic (QG) and surface-quasi-geostrophic (sQG) theories are often applied.97

QG is based on a small Rossby number approximation (Charney, 1971; Rhines, 1979).98

Motions are assumed not to be influenced by vertical boundary conditions and density99

anomalies are assumed to be zero (Klein & Lapeyre, 2009). McWilliams (1989) found100

that increasing the resolution in three dimensions does not significantly change the QG101

turbulence. sQG, on the other hand, considers nonzero surface density perturbations,102

which cascade to small scales leading to small-scale surface frontogenesis (Lapeyre & Klein,103

2006). In this case, the potential vorticity (PV) is assumed to be uniform in the inte-104

rior of the domain. The main limitation of sQG is that when the resolution is high, small-105

scale structures may have high vorticity values of the order of f (the Coriolis parame-106

ter). These structures depart from sQG and are subject to ageostrophic frontogenesis107

(Klein et al., 2008). Lapeyre and Klein (2006) define an ”effective” sQG model based108

on the same assumptions, which allows the diagnosis of the 3D dynamics in the upper109

ocean from either the sea surface height (SSH) or surface buoyancy. This present work110

explores this ”effective” sQG solution. The gain in spatial resolution from the new SWOT111

observations motivates renewed interest in using sQG with altimetry data to infer the112

3D dynamical structures in the energetic Southern Ocean region (Wang et al., 2013; Su113

et al., 2018; Qiu et al., 2020).114

The primary objective of this work is to assess the potential of the effective sQG115

methodology to reconstruct the vertical velocities and vertical heat fluxes within the first116

1000 m of the water column in the energetic Polar Front region of the ACC, downstream117

–3–



manuscript submitted to JGR: Oceans

of the SouthEast Indian Ridge. This region was chosen since an intensive field campaign118

was undertaken in November and December 2023, which will provide in-situ validation119

of the vertical reconstruction technique in a second study. The region is dynamically in-120

homogeneous, with strong water mass variations across the energetic Polar front. Whilst121

it has relatively flat bottom bathymetry, the energetic dynamics have strong topographic122

control from ocean ridges upstream and downstream (Figure 1), and we will explore the123

sQG reconstruction capabilities in this complex dynamical regime. We analyze two five-124

day periods in March and October taken from a realistic coupled ocean-atmosphere sim-125

ulation having a similar resolution to SWOT, to assess the reconstructed dynamics in126

two contrasting seasons. This analysis is not intended to be a full quantitative represen-127

tation of all the seasonal dynamics and variability in the region, which is beyond the scope128

of this work.129

Section 2 provides some background on the region of interest, motivating its choice130

for this study. The data and methods are presented in Section 3. Section 4 includes the131

modelling study of the 3D dynamics of the region and the reconstructions of vertical ve-132

locity, temperature and vertical heat flux based on a realistic model. Finally, the con-133

clusion and discussion are provided in Section 5, together with a preliminary first test134

with SWOT data in preparation for a full validation with in-situ data that will be part135

of a follow-up study.136

2 Meso- and submesoscale dynamics in the Southern Ocean137

The Southern Ocean is a critical region for its strong vertical atmospheric heat and138

carbon uptake. Even though the Southern Ocean represents only 30% of the ocean sur-139

face, it accounts for 60% of the global heat content trend since 1970. Sallée (2018) sug-140

gests that the poor observations in the region might bias this result and that in recent141

times, with the increasing measurements from the autonomous Argo profilers, the South-142

ern Ocean contribution to heat storage is between 67% and 98% of the global mean. The143

mechanisms that influence the capacity of the ocean to move heat and carbon are var-144

ious, and cover spatial scales from centimetres to kilometres and temporal scales from145

minutes to decades (Ferrari & Wunsch, 2008).146

Within the Southern Ocean, the role of mesoscale to submesoscale eddy processes147

is critical. The meandering ACC promotes exchanges between the three ocean basins con-148

tributing to the global overturning circulation, which transports heat, moisture and car-149

bon dioxide around the globe. The ACC also isolates cooler, fresher Antarctica waters150

from the warmer, saltier subtropical waters in the north. Watts et al. (2016) found that151

south of the ACC the ocean loses 0.4 PW of net heat to the atmosphere, and a large hor-152

izontal poleward oceanic heat flux is required to balance this loss. However, due to the153

zonal flow of the ACC, no strong meridional (N-S) mean currents carry this heat pole-154

ward in the upper 2000 m above the main bathymetric ridges. Instead, strong poleward155

heat fluxes are carried by mesoscale eddies across the ACC. These have been estimated156

from models (Trenberth & Caron, 2001; Boccaletti et al., 2005; Wolfe et al., 2008), from157

in-situ moorings and altimetry (Phillips & Rintoul, 2000; Marshall et al., 2006; Watts158

et al., 2016; Foppert et al., 2017) and from Argo float observations (Sun et al., 2019).159

Mesoscale eddies also play a role in modulating the ACC dynamics (Sallée, 2018), and160

the Southern Ocean’s eddy kinetic energy (EKE) evolves interannually (Mart́ınez Moreno161

et al., 2020) and contributes to the dynamical adjustment to climate variations (Hogg162

et al., 2008). Today, most of these Southern Ocean observational studies on the role of163

the horizontal transfers of heat, salt, carbon and nutrients come from large-scale Argo164

observations or altimetric currents that only resolve the large mesoscales. The role of hor-165

izontal stirring of fluxes at small mesoscales or submesoscales has been estimated only166

at localised sites (A. P. Martin et al., 2001; Naveira Garabato et al., 2011; Nencioli et167

al., 2013; Jakes et al., 2024) or from models (Wolfe et al., 2008; Le Sommer et al., 2011).168
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Recent studies show that the submesoscale also plays an important role. Su et al.169

(2020) found that the upper-ocean submesoscale produces a mean winter upward heat170

transport of more than 100 Wm−1 at latitudes of 60◦, that is five times higher than the171

mean mesoscale heat transport, based on a high-resolution 1/48◦ model. Compared to172

a lower resolution model, once the submesoscale is resolved, it contributes to warming173

the sea surface by up to 0.3°C and an annual air-sea heat flux anomaly of 10 Wm−2. Sub-174

mesoscale structures were initially thought to be confined within the mixed layer (Callies175

et al., 2015; Fox-Kemper et al., 2008) because of their assumed quasigeostrophic (QG)176

balance which would prevent the formation of strong density gradients at depth. How-177

ever, recent modelling studies by Siegelman (2020) and Siegelman et al. (2020) have shown178

an enhanced vertical heat flux within deep submesoscale ocean fronts in the Kerguelen179

region in spring and summer, and Yu et al. (2019) found the largest submesoscale ver-180

tical velocities extending down to at least 200 m below the mixed layer base in winter181

and spring. Frontogenesis also penetrates from the ocean surface to below the ML base182

in the presence of deep fronts (Thomas & Ferrari, 2008). In addition to their dynam-183

ical role, Brannigan (2016) found that submesoscale resolving models present an enhanced184

biological activity in anticyclonic eddies that could lead to the upwelling of nutrient-rich185

waters and other biological activity within the eddies. Similar results arise with in-situ186

observations. Using a combination of satellite altimetry and CTD data, Siegelman et al.187

(2020) reported vertical heat fluxes with a local amplitude reaching 2000 Wm−2 at the188

location of submesoscale fronts in the Kerguelen region, with vertical exchanges occur-189

ring both within and below the mixed layer (ML). The mechanisms we will focus on in190

this work are those driven by the vertical velocity from deep-reaching eddy stirring be-191

low the ML.192

The area we analyse is located southeast of Tasmania (Figure 1), within a large me-193

andering of the Polar Front. This is a region of energetic mesoscale and submesoscale194

dynamics (Foppert et al., 2017), downstream of the Southeast Indian Ridge (Cyriac et195

al., 2023). In this region, characterised by a topographic obstacle, standing meanders or196

lee waves are generated (Hughes et al., 1998) and many of the key physical processes cen-197

tral to the Southern Ocean heat and momentum balance are concentrated (Rintoul, 2018).198

Particularly, a poleward transport of heat (Meijer et al., 2022) and biogeochemical trac-199

ers (Patel et al., 2020) are generated by the strong mesoscale and submesoscale activ-200

ity in the region, which makes the ACC “leak” (Naveira Garabato et al., 2011).201

Numerous in-situ data were collected here in late 2023, simultaneously with SWOT202

observations, in a collective effort for the calibration and validation of the satellite (d’Ovidio203

et al., 2019). In late 2023 the FOCUS campaign sampled the area at high resolution with204

a towed Triaxus, CTDs (conductivity, temperature, and depth), gliders, and deployed205

moorings (https://www.swot-adac.org/campaigns/acc-smst/). In the same period,206

as part of the Survostral campaign (https://www.legos.omp.eu/survostral), more207

than 400 expendable bathythermographs (XBTs) have been launched between Tasma-208

nia and Antarctica to sample the upper-ocean temperature structure at very high res-209

olution (5-7 km) in the region of strong frontal activity. These data will be used in a more210

extensive validation of SWOT data, including for the vertical velocity and heat flux re-211

construction in future work.212

3 Data and methods213

3.1 Coupled Ocean Atmosphere Simulation (COAS)214

Here, we use a new global coupled ocean-atmosphere simulation at high resolution.215

COAS has been used by Torres et al. (2022), and we refer the reader to this publication216

for more details on the simulation and its validation. Briefly, however, the COAS sim-217

ulation is generated by coupling the Goddard Earth Observing System (GEOS) atmo-218

spheric model to the Massachusetts Institute of Technology general circulation ocean model219
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(MITgcm). For the atmospheric component, GEOS is configured to use the C1440 cubed-220

spheric grid, and a detailed description of the model configuration can be found in Molod221

et al. (2015). The atmosphere has a nominal horizontal grid spacing of 6.9 km and 72222

vertical levels. The oceanic component uses the same configuration as the Latitude Longitude-223

polar Cap 2160 (LLC2160) simulation, detailed in Arbic et al. (2018), permitting mesoscale224

and submesoscales as well as more realistic coupled upper ocean exchanges than a forced225

simulation. We solely analyse the ocean component, configured with a nominal horizon-226

tal grid spacing of 1/24◦ and 90 vertical levels with a non-uniform grid spacing of 1 m227

at the surface, increasing to around 300 m at the bottom and tidal forcing. The simu-228

lation period covers 14 months, from 20 January 2020 to 25 March 2021, with the first229

two months corresponding to the spin-up period. In this study, to test the vertical sQG230

reconstruction, we extract two five-day periods in contrasting seasons, 25-29 March 2020231

and 25-29 October 2020. In the study region, the resolution of 1/24◦ corresponds to an232

average grid point of 2.3 km, comparable to the SWOT L3 ocean product’s 2 km grid.233

Although other simulations exist with higher resolution (e.g., LLC4320 at 1/48◦ (Rocha234

et al., 2016)), COAS’ horizontal resolution at our latitudes is sufficient to capture the235

physical features of interest for our study and its observation with SWOT. In addition,236

COAS’s weaker (and more realistic) tidal forcing compared to LLC4320 allows for bet-237

ter comparison between model outputs of w and reconstructed w.238

3.2 Effective Surface Quasi Geostrophic (sQG) theory239

Surface quasi-geostrophic (sQG) theory used in this work is the ”effective” version240

defined by Lapeyre and Klein (2006). It is based on the reduction of Eady’s model for241

baroclinic instabilities from one boundary (here the ocean surface), used to describe the242

oceanic mesoscale eddy fields in the surface layers (Klein & Lapeyre, 2009). This approach243

is valid for the surface intensified eddies. The reconstruction of other eddies, namely sub-244

surface intensified eddies, requires the combination of the effective sQG with the inte-245

rior sQG (iSQG) as in Wang et al. (2013), where both have a signature in SSH. The ma-246

jor assumption for effective sQG is that potential vorticity (PV) is uniform and constant247

in the ocean interior. Using PV inversion, one can retrieve a geostrophic stream func-248

tion (ψ) related to PV using an elliptic operator (Klein et al., 2009). Following Klein et249

al. (2009) and assuming a doubly periodic domain, the geostrophic stream function is250

retrieved at all depths (z) from SSH (η) using an exponential decay as:251

ψ̂(k, z) =
g

f
η̂(k)exp

(
N0

f
kz

)
(1)

where (̂.) corresponds to the Fourier transform, k = (kx, ky) is the wavenumber vec-252

tor and k = k is its norm, g is the gravity constant, f is the Coriolis frequency, N0 is253

a Brunt-Väissälä frequency that accounts for the contribution of the interior PV. Ver-254

tical motions are retrieved from the buoyancy equations as in Klein et al. (2009)255

ŵ(k, z) = − c2

N2
0

[
− ̂J(ψs, bs)exp

(
N0

f
kz

)
+ ̂J(ψ, b)] (2)

where the subscript s refers to the surface values, b is the buoyancy, c is a unitless con-256

stant that helps optimise the reconstructed fields’ amplitude and J(A,B) ≡ (∂xA∂yB−257

∂yA∂xB). This methodology requires the optimization of the constants N0 and c. We258

refer the reader to Lapeyre (2017) for a full derivation of sQG theory.259

Following Klein et al. (2009), the SSH field is filtered in space before applying sQG.260

We apply a two-dimensional Lanczos low-pass filter in the spectral domain to eliminate261

all spatial scales smaller than 20 km (Duchon, 1979). The reconstructions obtained with262

the filtered SSH are compared to the COAS fields also filtered with the same method.263

This choice derives from the study of Klein et al. (2009), who assesses that sQG is non-264

realistic below these scales. This is confirmed by comparing the COAS and sQG verti-265
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cal velocity wavenumber spectra before the 20 km filter is applied (not shown), reveal-266

ing a clear drop in energy in the sQG w reconstruction at scales smaller than 20 km at267

the surface and at larger scales at depth. To reduce the residual noise from the SWOT268

data due to surface waves and other perturbations (Tréboutte et al., 2023), the same fil-269

ter is later applied to the SSH fields of SWOT before application of sQG, ensuring con-270

sistency with the model results. We estimate that 20 km is a reasonable scale to match271

the effective capability of the gridded SWOT product.272

In this study, since we have access to the full model vorticity and velocity field, we273

optimize N0 so that the shape of the model and sQG vorticity rms has a minimal mean274

squared error from the bottom of the mixed layer to 1000 m. The mixed layer average275

is around 100 m in March and 250 m in October over the full domain. The optimal N0276

for this domain is 3.72e-6 s−1 in March and 3.98e-6 s−1 in October. We keep separate277

values to reproduce the seasonality of the vertical stratification. With these values, the278

correlation between the COAS and sQG vorticity fields is around 0.9 for the full water279

column (not shown).280

To optimize c we work directly with the density anomalies and w fields, having an281

SSH filtered at 20 km before applying sQG and obtaining one optimal parameter c for282

the density anomaly reconstruction and one for the vertical velocity for each season. For283

the optimization, following Klein et al. (2009), we aim to align the maximum amplitudes284

so that, on average, the difference between the 2D COAS and the reconstructed phys-285

ical fields between the bottom of the mixed layer and 1000 m is minimized. First, the286

model density anomaly and w corresponding to the maximum amplitude values of mag-287

nitude occurring outside 1σ are extracted. This selects 30% of density anomaly points288

in March and 35% in October for each vertical layer on the water column and 23% (March289

and October) for the vertical velocity. We find an average optimal c of 1.2 for the ver-290

tical velocity and 1.51 for the density, which applies to both seasons.291

We use various diagnostics to assess the quality of the sQG reconstruction. These292

include the 5-day average of the spatial correlation of the physical parameters between293

the COAS and the sQG fields and the vertical profile of average rms values for each depth.294

Wavenumber spectra at different depths are used to quantify which scales are well rep-295

resented and where we lose the spectral energy, identifying those scales where the sQG296

reconstruction is ineffective in representing the dynamics.297

3.3 Reconstruction of temperature anomalies298

In order to calculate vertical heat fluxes, we need to know the vertical profile of tem-299

perature anomaly. In this work, we investigate the use of temperature anomalies retrieved300

from two different sources: from a pseudo-gridded product from observational data (sec-301

tion 3.3.1) and from a sQG reconstruction of density anomalies (section 3.3.2).302

3.3.1 Temperature anomalies from an observational gridded product303

We test the computation of the VHF with temperature anomalies based on exist-304

ing gridded products like ARMOR 3D (Guinehut et al., 2012). This product is built by305

merging in-situ observations of temperature and salinity (XBTs, CTDs, moorings and306

Argo profiles) with remote sensing observations of sea level anomaly and sea surface tem-307

perature (Barceló-Llull et al., 2018). The operational product provides weekly 3D tem-308

perature, salinity, geopotential height and geostrophic currents globally on a 1/4◦ grid.309

It has been validated by Mulet et al. (2012) against model reanalysis and in-situ obser-310

vations (ANDRO current velocities from Argo float displacements and velocity measure-311

ments from the RAPID-MOCHA current meter array). The effective resolution at our312

latitudes is around 150 km, comparable to the DUACS altimetry products (Ballarotta313

et al., 2019). Here, we build a similar product with the same resolution in our region by314
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filtering the full model temperature at 150 km and using this field for the reconstruc-315

tion of the VHF. The anomaly is computed spatially, with respect to the original field316

linearly detrended on longitudes and latitudes. In the following, this temperature prod-317

uct will be referred to as Argo-like temperature anomaly.318

3.3.2 Temperature anomalies from sQG density anomalies319

In some applications, we could be interested in computing the VHF only using satel-320

lite altimetry. In this case, temperature anomaly can be reconstructed from the sQG den-321

sity anomaly by constructing a linear regression between the model temperature and den-322

sity for each depth level. For this study, one regression is built for each vertical layer and323

season, and it is used to reconstruct the temperature anomaly profiles from the 3D sQG324

density anomalies. The regression is stable in time over the 5 days for each season. The325

temperature anomalies computed with this method are then used for the computation326

of the reconstructed VHF. In this frontal region, we test the dominance of temperature327

or salinity in determining the density field structure and tune the regression for values328

below the mixed layer above 1000 m. In March and October, the temperature gradients329

dominate the density gradients above 600 m and 800 m, respectively. Below these lev-330

els, the temperature derivation is less accurate. The strengths and drawbacks of the method331

are discussed in Section 5 along with alternative methods to retrieve temperature pro-332

files from high-resolution SSH observations. The details of this methodology are given333

Appendix A.334

3.4 Vertical Heat Fluxes (VHF)335

VHF are computed following Su et al. (2018); Siegelman et al. (2020) as VHF =336

ρ0 Cp w’ T’, with ρ0 = 1023 kg m−3 the reference seawater density, Cp = 3985 J kg−1
337

K−1 the specific heat capacity of seawater, w the vertical velocity, T the temperature.338

The prime refers to the spatial anomaly of the linearly detrended 2D domain averaged339

values for each vertical layer. Positive (negative) values indicate an upward (downward)340

flux. VHF from COAS are computed with the filtered (with the low-pass filter of 20 km341

introduced in Section 3.2) outputs of vertical velocities and temperature, consistent with342

the vertical velocity field mentioned above. VHF reconstructions are computed with sQG343

vertical velocities and with temperature anomalies either from the Argo-like product or344

from sQG reconstruction, as detailed above. As for the vertical velocity reconstruction,345

diagnostics of the reconstructed VHF in the two cases are compared with VHF derived346

from COAS, using 2D spatial correlations and spatial rms for each layer of the water col-347

umn to assess the quality of the VHF reconstructions.348

4 Results349

Our aim is to understand how SWOT data may be used to reconstruct vertical heat350

fluxes from the SSH observations alone in the region of the energetic Polar Front south351

of Tasmania. First, we investigate the main dynamical structures in the region. Then,352

we focus on the sQG reconstruction of vertical velocities and vertical temperature anoma-353

lies from the high-resolution COAS coupled simulation. Finally, the potential of recon-354

structing vertical heat fluxes from SSH fields is discussed, and a test case is run with early355

SWOT data.356

4.1 Dynamical properties of the study region south of Tasmania357

The study region is the energetic EKE hot-spot of the Antarctic Circumpolar Cur-358

rent (ACC) southeast of Tasmania (Figure 1a), extending North and South of the local359

Polar Front (PF) (Dong et al., 2006). This region has strong EKE, reaching over 1000360

cm2m−2 on average over the last 30 years (Figure 1b). Large mesoscale eddies have been361
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tracked crossing the front, cold-core eddies transport cold water from south of the front,362

and vice versa for warm-core eddies: both contributing a strong poleward heat trans-363

port (Morrow et al., 2004; Patel et al., 2019). Recent studies have also highlighted the364

important vertical velocities generated in such regions, leading to enhanced upwelling365

of Circumpolar Deep Water around the major topographic Southern Ocean features such366

as Southeast Indian Ridge or the Macquarie Ridge around 160◦E (Tamsitt et al., 2017).367

a b

c

Figure 1. (a) CMEMS Absolute dynamic topography (ADT) average over seven years (2015

to 2022) in the energetic Southern Ocean region between Tasmania and Antarctica. The pur-

ple lines represent the 3000 m isobath, and the grey contours represent the Subantarctic Front

(SAF) and the Polar Front (PF) taken from the CTOH/AVISO products. The black dashed line

delimits the region of interest for the present study. (b) Average of DUACS dt2021 Eddy Kinetic

Energy (EKE) from 1993 to 2022. The grey contours represent the SSH average from -1 m to

1 m spaced by 0.2 m. (c) CMEMS vertical temperature section between 0-900m, averaged over

longitudes 148-158◦E and between 2020 and 2021 between Tasmania 43◦S and Antarctica 67◦S.

The black contours represent the 0◦C, 2◦C, 5◦C, 8◦C, 11◦C isotherms. The white lines represent

the latitude limit of the studied region

368

The interaction of multiple mesoscale and submesoscale eddies contributes to the369

formation of strong horizontal velocity gradients. Figure 2 shows COAS modelled fields370

at a selected daily snapshot on March 29th 2020 (the October fields show very similar371

results and are therefore not shown) for (a) relative vorticity (ζ = vx − uy with the372

subscript x of y referring to the derivative of the variable along the x,y direction), (b)373

the strain rate (σ =
√
σn + σs with σn = ux − vy the normal strain and σs = vx + uy374

the shear strain rate), at 250 m depth and their distribution at different depths. These375

diagnostics give insight into the dominant dynamics in the region, and how they extend376

in the water column. The sign of the relative vorticity in Figure 2c is used to separate377

cyclones (negative) and anticyclones (positive) (Frenger et al., 2015). Filaments of vor-378

ticity have a larger positive skewness than vortices due to ageostrophic frontogenesis (Siegelman379

et al., 2020). The COAS fields show positive skewness indicating strong vorticity fila-380

ments down to 1000m for both seasons (skewness is quite similar at all depths in March,381

0.39, 0.41, 0.47, 0.37 from the shallowest to the deepest, slightly decreasing in October,382

0.66 0.66, 0.72, 0.57). Regions of strong strain in Figure 2d are of interest as they lead383

to the formation of strong horizontal gradients of buoyancy, or fronts, which cause the384
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development of vertical velocities (Hua & Klein, 1998). Both the vorticity and the strain385

rate show strong filaments and fronts with a magnitude close to the Coriolis frequency386

f , especially in the first 100 m, highlighting the energetic variability of this region, con-387

sistent with the strong EKE shown in Figure 1. In October the distribution shows high388

values of vorticity and strain in the upper ocean, especially within the October average389

mixed layer of 250 m. Regions of strong strain at the edge of the eddies are also regions390

where strong horizontal buoyancy gradients develop (Figure 3) along the full water col-391

umn.

October March

c

d

a

b

Figure 2. (a) Normalised relative vorticity, (b) strain rate and (c) and (d) are respectively the

relative vorticity and strain distributions at 45 m, 88 m, 251 m, and 540 m for hourly snapshots

over five days in March (25th to 29th) and October (25th to 29th). The grey dashed line repre-

sents the longitude at which the vertical profiles are taken throughout the paper

392

Vertical sections from the model reveal complex dynamical features in the ocean393

interior. Figure 3 shows the vertical extension of mesoscale eddies below the mixed layer394

(ML). Here, the mixed layer depth (MLD) is chosen where the density increases of 0.03395

kg m−3 with respect to the density at 7 m depth (de Boyer Montégut et al., 2004). The396

average MLD in the region for the selected dates is 103 m in March (late summer/early397

autumn) and 250 m in October (late winter/early spring). We show a transect at a lon-398

gitude of 151◦E down to a depth of 1000 m because it crosses specific eddy structures399

of this region (see dashed line in Figure 2a, b), with different characteristics. A large eddy400

develops from the surface down to 1000 m south of 54◦S, and has a strong positive sig-401

nature in vorticity and a strong horizontal buoyancy gradient. Smaller eddies north of402

54◦S or south of 55◦S are trapped in the subsurface and develop down to 500 m and 300403

m. They have a strong signature of buoyancy anomaly in their core and a strong hor-404

izontal buoyancy gradient at their edge. This vertical section also shows internal wave405

structures at depth, which will not be reconstructed via the sQG methodology.406
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a

b

c

d

Figure 3. Vertical profiles on the first 1000 m at 151◦E of (a) buoyancy anomaly, (b) horizon-

tal buoyancy gradient, (c) normalized vorticity, (d) normalizes strain rate. Results refer to one

hourly snapshot at 00UTC on the 29th of March. The grey contour is the average mixed layer in

the region over 5 days

4.2 Vertical velocity reconstruction407

Once the stratification and amplitude parameters are optimised, the sQG method-408

ology is applied to reconstruct vertical velocities in the domain for both seasons, using409

daily averaged COAS SSH. The physical sQG fields in Figure 4 show that the small eddy410

structures are present below the mixed layer at 250 m, and become progressively smoothed411

at depth. The 2D geographical fields of the COAS and sQG vertical velocity at three dif-412

ferent depths are represented in Figure 4 a) to f). sQG can reconstruct some of the small-413

scale eddy structures closer to the surface, see Figure 4d at 251m between 54◦S and 55◦S414

for instance, but these features are gradually smoothed out with depth in the sQG re-415

construction, in Figures 4 e and f. sQG does not reconstruct the small wave-like insta-416

bilities in the COAS simulation at each depth. The correlation remains consistently around417

0.6 at all depths below the mixed layer, representing the mesoscale and large submesoscale418

filaments. The reduced energy in the reconstructed vertical velocities at depth is also quan-419

tified by the vertical profiles of rms in Figure 6d.420

Vertical sections of the COAS versus sQG w fields are shown in Figure 5 b and c,421

and highlight one of the key aspects of this region – the vertical velocities in COAS are422

stronger at depth, in this regions of strong bathymetric control downstream of a major423

ridge, as noted by Tamsitt et al. (2017). Above 500 m, the sQG shows some of the small-424

scales variability that is gradually filtered at depth. The COAS features at depth are large-425

scale structures with a large SSH signature. In fact, the vertical profile between 53◦S and426

54◦S shows that while the COAS simulation has an inversion of velocity around 500 m,427

the sQG projects the surface dynamics to the ocean interior. South of 54◦S there is a428

large ascending w hotspot colocalized with a large horizontal buoyancy gradient and vor-429

ticity (Figure 3 b and c). This feature is captured by the SSH and projected by the sQG430

exponentially at depth, since the sQG, by construction, is not able to represent the in-431

creasing amplitude at depth. This is highlighted by the difference between the COAS432

and sQG fields (Figure 5d). In fact, in this specific transect, the SQG explains up to 90%433
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a b c

d e f

Figure 4. Vertical velocity from the COAS simulation for depths of (a) 250m, (b) 613 m and

(c) 900 m. Vertical velocity sQG reconstruction at (d) 250m, (e) 613 m and (f) 900 m. The grey

dashed line in (a) represents the longitude at which the vertical profiles are taken in Figure 3.

Figures a to f refer to the daily averaged outputs on the 29th of March 2020

of the signal in the first 500 m gradually decreasing to 50% at 1000 m. The case at 56◦S434

is different, where we find a negative (downwards) w hotspot whose sign is captured by435

sQG, whereas the amplitude is underestimated. This corresponds to a region where the436

SSH gradients (Figure 5a) are weaker, which explains the magnitude misfit in the recon-437

structed w, especially since it develops from the bottom. The difference between the two438

fields is in the order of half of the COAS w value, underlining a limitation of the sQG439

model. South of 57◦S the main difference between the two fields is due to some rapidly440

changing (20 - 30 km) vertical velocity structures that cannot be effectively represented441

by the sQG reconstruction because of their small scale. The specific processes involved442

in the w intensification at depth observed in the model are not studied in detail, the con-443

tribution could come from the enhanced dynamics downstream of the Southeastern In-444

dian ridge, wave effects, or different instabilities from the flow fields. What stands out445

from Figure 4 and Figure 5 is that if these instabilities in the ocean interior have a sig-446

nature in SSH (e.g. south of 54◦S), they are picked up and projected at depth by the447

sQG, with the correct intensity for the first 500 m and underestimated up to 50% be-448

low. The effective sQG cannot reconstruct other dynamical features and a more sophis-449

ticated representation of the ocean interior would be necessary for this purpose. This450

means that in such an energetic region in the presence of these dynamics, we might be451

missing part of the transport of heat between the ocean interior and the surface.452

The spatial scales being resolved are quantified by the wavenumber spectra for the453

COAS and sQG reconstructedw fields at two different depths in March, shown in Fig-454
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b

c

a

d

Figure 5. (a) SSH profile at 151◦E. Vertical profile of (b) COAS, (c) sQG vertical velocity

and (d) their difference at 151◦E, where the x-axis is the latitude [◦S]. The grey contour corre-

sponds to the average mixed layer (ML) in the region for the five days between March 25th and

29th

ure 6a, characterised by a relatively good spectral energy of the two fields at large scales455

at these two depths. At 251 m depth, the sQG w clearly shows a reduction in energy at456

scales <30 km; at 613 m depth, the sQG starts losing energy below 70 km, underesti-457

mating smaller scales.458

Figure 6b shows spectral coherence for each depth. Although scales larger than 70459

km have similar spectral energy (Figure 6a), they are less coherent over the full depth460

range. As shown in Figure 5, the large scale sQG w energy is projected from the sur-461

face downward, whereas the COAS w is often depth-intensified. Although the sQG w462

has reduced spectral energy at scales smaller than 50-70 km, it has the highest w spec-463

tral coherence. The spectral coherence remains above 0.5 for scales between 30 km and464

60 km for the full water column, slightly decreasing with depth. This is in line with the465

2D fields of Figure 4 which show that the sQG field at depth is smoothed compared to466

250 m, but some of the large mesoscale structures (∼ 50 km) are resolved with a lower467

magnitude (see the rms at depth Figure 6d).468

The sQG reconstruction is evaluated in terms of the spatial correlation between469

the COAS and sQG w field, and their associated rms. Figure 6c shows that spatially the470

structures are well localized, with a spatial correlation reaching 0.6 for the full water col-471

umn, both in March and October, in line with other sQG reconstructions in the Pacific472

Ocean (Qiu et al., 2020). At the surface the result is not exploitable down to the bot-473

tom of the ML, indicated by the shaded grey sections (darker grey for the shallower ML474

in March, lighter grey for the average ML in October). The rms (Figure 6d) is compa-475

rable between sQG and COAS in the top 300 m (400 m) in March (October), although476

the sQG has slightly higher values than COAS in the first 200 m (300 m). Below 400477

m, the sQG rms slightly decreases but maintains w rms values of around 25 md−1 in both478

seasons, which is lower than COAS by 15 md−1 and 10 md−1 respectively in March and479
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a

b

c

d

Figure 6. (a) Wavenumber spectrum of COAS (filtered at 20 km) and sQG vertical velocity

at 251 m and 613 m on March 29th. (b) spectral coherence between the COAS and sQG field for

each depth. (c) spatial correlation between the COAS and sQG vertical velocity fields for each

depth. (d) rms of the COAS and sQG vertical velocity fields. The shading corresponds to the

average mixed layer (ML) in the region for the five days between March 25th and 29th (orange),

and between October 25th and 29th (blue).

October at 1000 m. This means that on the overall field, the SQG reproduces up to 70%480

of the COAS rms at depth. Note that, as in Klein et al. (2009), the sQG diagnosed ver-481

tical velocity rms does not present any local maximum close to the bottom of the ML.482

This feature is also absent in the filtered version of the COAS vertical velocity rms, but483

present in the non-filtered version (not shown). This is likely to be due to the sQG lack484

of representing ML dynamics and Ekman pumping at the bottom of the ML.485

4.3 Temperature anomalies reconstruction486

We consider two techniques for estimating fine-scale temperature fields in order to487

calculate vertical heat transport (VHT). The first is an ”Argo-like” pseudo-gridded prod-488

uct for the temperature anomaly, and the second is the temperature anomaly derived489

from the sQG density anomalies by linear regression (see section 3.3). Both tempera-490

ture anomalies are illustrated in Figure 7 compared with the full-model COAS temper-491

ature anomaly. An example of the 2D geographical fields at 250 m depth (Figure 7 a to492

c) shows that the small-scale structures in the temperature anomaly are smoother in the493

Argo-like case but with similar polarity, whereas the sQG temperature reconstruction494

has larger amplitude anomalies, but sometimes of the wrong sign. The diagnostics over495

the entire region and at depth confirm this. The spatial correlation of the full COAS tem-496

perature anomaly with the reconstructed temperature fields (Figure 7g) indicates that497

these large-scale structures in the Argo-like field are well positioned (correlation ∼0.9498

along the full water column). Whereas the sQG temperature reconstruction has a lower499
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correlation (0.8 at the surface decreasing to 0.6 at depth) since specific structures and500

vertical water mass distributions (see Figure 7 e and f ad 57◦E compared to d) are not501

reconstructed by the sQG theory.

a b c

d

e

f

g h

Figure 7. Temperature anomaly for the 2D field in the (a) full model, (b) sQG reconstruc-

tion, (c) Argo-like reconstructed field. d to f vertical profile at 151◦E respectively for the same

products. (g) spatial correlation between the full COAS simulation and the sQG reconstruction

(blue) and the Argo-like field (red). (h) rms of the three fields at each depth. The grey shading is

the average mixed layer depth in March

502

The full model rms (Figure 7h) is closer to the sQG case than the smoother Argo-503

like reconstruction below the mixed layer. The sQG rms (h) below the ML presents a504

good agreement with the COAS temperature, with a slight underestimation of 15% in505

March up to 600 m and 20% in October up to 800 m (not shown) with respect to the506

reference anomalies. Below, the temperature anomalies are well aligned. The Argo-like507

temperature differs from the sQG reconstruction by an extra 15% in rms between 200508
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and 600 m and up to 30% at 1000m. Thus, even if the large-scale structures are spatially509

better represented in the Argo-like field, the small scales (<150 km) missing are bring-510

ing much of the variability in the temperature anomaly. Different studies using ARMOR511

3D have pointed out the underestimation of inferred QG vertical velocities (Pascual et512

al., 2015; Barceló-Llull et al., 2016; Mason et al., 2017), due to the smoothing of the field.513

Within the ML, the sQG temperature anomaly rms presents a large departure from the514

modelled one (∼ 100% at the surface), which would prevent any interpretation of the515

results in this layer. The Argo-like temperature anomalies are closer to the correct ML516

structure, with a lower magnitude, overall between 25 and 30% lower than COAS along517

the full water column.518

The comparison of Figure 7 e and f shows one of the limits of the sQG method-519

ology for reconstructing temperature anomalies: while the large-scale structures are well520

represented and aligned with the modelled ones, sQG is not able to represent all the wa-521

ter mass structure in the mixed layer and at the bottom of the mixed layer. Between 56◦S522

and 57◦S, for instance, the negative temperature anomaly is not reproduced, and the full523

sQG water column has a positive temperature anomaly. In some cases, the sQG anomaly524

has an opposite sign next to the boundaries (e.g. south of 57◦S because it projects the525

surface negative anomaly at depth). The Argo-like product (f) keeps the large-scale tem-526

perature variability along the water column and the distinct water masses that exist north527

and south of the polar front.528

4.4 Vertical Heat Fluxes reconstruction529

After reconstructing the vertical velocities and temperature anomalies in the first530

1000 m of the water column, we can estimate the amount of vertical heat flux that this531

methodology can capture compared to the COAS simulation taken as a reference for the532

study. Figure 8 shows the full COAS model VHF compared to the two reconstructed VHF,533

both computed with sQG vertical velocity but either using the Argo-like temperature534

or the sQG reconstructed temperature. The 2D fields (Figure 8 a to c) show that the535

two reconstruction methodologies for computing the VHF give similar results in terms536

of reconstructed structures, highlighting that the sQG vertical velocities are the key fac-537

tor for the VHF. As for the vertical velocities, the small-scale COAS wave patterns are538

not reconstructed with sQG.539

The vertical sections along 151◦E (Figure 8 d to f) show a large eddy strain driv-540

ing downwelling around 54◦S in COAS, that is well captured by the two reconstruction541

methodologies. In contrast, north of 54◦S, COAS shows a small sub-surface-trapped eddy542

inducing upwelling in the COAS VHF that is not captured by either of the correlations.543

The COAS temperature (Figure 7) shows this eddy below the mixed layer extends down544

to 400 m, but Argo-like resolution is too coarse to retain it, and the sQG temperature545

reconstruction projects it from the surface to depth. These two examples highlight that546

the reconstructed VHF only presents the major coherent structures given by the w sQG547

on the full vertical column. Although, in regions south of the polar front like between548

56 and 57 ◦S the Argo-like temperature reconstruction allows for a representation of some549

vertical structures in the VHF. The correlation (Figure 8g) shows a similarity between550

the sQG and the Argo-like reconstructed VHF down to a depth of 700 m. Between 700551

m and 1000 m, the sQG w field represents large spatial scales, but the sQG tempera-552

ture reconstruction has reduced correlation (Figure 7g), resulting in a reduced sQG re-553

constructed VHF correlation at depth (< 0.1 less than the Argo-like reconstruction) at554

1000 m. However, due to the smoother reconstructed temperature, the Argo-like case555

has a lower rms (Figure 8h, around 40% at 200m and around 10% at depth). North and556

south of the meandering polar front region with its energetic, deep-reaching eddies, the557

Argo-like temperature anomaly does a better job representing the vertical water masses558

layers in the upper water column, and the dynamics within and below the ML are bet-559

ter represented than with the sQG reconstruction. However, Figure 8h indicates that over-560
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Figure 8. Vertical heat flux for the 2D field in the (a) full model, (b) sQG reconstruction, (c)

Argo-like reconstructed field. (d) spatial correlation between the full COAS simulation and the

sQG reconstruction (blue) and the Argo-like field (red). (e) rms of the three fields at each depth.

The grey shading is the average mixed layer depth in March

all on the vertical heat fluxes, the rms is dominated by the contribution of the vertical561

velocity; recall that the sQG reconstructed vertical velocity underestimates the full COAS562

model below 600 m by 30-40% (Figure 6d). Thus, improving the w reconstruction is paramount563

for a better representation of the VHF.564

Thus, the reconstruction using the sQG w and temperature and the one using the565

sQG w and the Argo-like product give comparable statistical results in terms of VHF566

structures, albeit with improved correlation of the vertical structures with the ”Argo-567

like” temperature reconstruction over all depths, but with an overall better rms below568

the mixed layer provided by the full (w and temperature) sQG reconstruction. These569

results suggest that the existing operational gridded temperature products like ARMOR570

3D could be used to retrieve VHF associated with mesoscale structures down to 1000571
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m and offer promising results, especially within the ML where the sQG performs worse.572

This methodology is a good alternative to the sQG reconstruction, especially in regions573

where a tight linear regression between density and temperature necessary for the sQG574

reconstruction cannot be correctly estimated.575

5 Discussion576

This work aims to investigate the use of effective sQG for reconstructing vertical577

velocities and vertical heat fluxes in an energetic region south of Tasmania. Strong mesoscale578

strain and relative vorticity in this region make it a hotspot for the generation of sub-579

mesoscale fronts, leading to intense vertical velocities and enhanced vertical fluxes of heat580

and other tracers. Given the availability of five days of data in two contrasting times of581

the year (March and October), the aim is to demonstrate what physical structures the582

effective sQG is able to reconstruct at these specific times without focusing on the full583

seasonal cycle.584

For the effective sQG reconstruction, we need to tune two parameters. We use a585

constant value for the vertical stratification parameter and optimize it iteratively against586

the relative vorticity reconstruction below the mixed layer, finding a small difference be-587

tween March and October. A different choice could be to take climatological values for588

the vertical stratification or to compute an average value from existing ARGO floats. In-589

deed, for a longer time series over multiple years/seasons, this would need to be tested590

to set a seasonally varying vertical stratification parameter. For the parameter c, the tun-591

ing is performed on the 2D physical fields. In this particular region, non-QG dynamics592

in the model can impact the stability of this parametrization. More analysis is needed593

in less energetic regions to test the robustness of this methodology.594

After parametrizing the sQG coefficients, this study shows that w in this region595

can be reconstructed in the first 1000 m of the water column with a spatial correlation596

of 0.6 against the full COAS model w field. The main result of this study is that the re-597

constructed field captures most of the variance along the water column (fully at the sur-598

face, gradually decreasing to 70% at 1000 m depth over the full domain). The small-scale599

reconstructed structures have the highest spectral coherence at scales between 20 km and600

70 km, with coherent scales increasing from below the mixed layer to larger scales at depth.601

Here, we interpret our effective sQG results only below the mixed layer since we find,602

as in previous studies (Klein et al., 2009; Qiu et al., 2020), that the sQG methodology603

cannot fully represent the mixed layer dynamics. This is, in fact, a first estimation of604

the feasibility of using the effective sQG in this energetic region. It could be expanded605

to improve the reconstruction both at depth and within the mixed layer, using improved606

theories.607

Within the mixed layer, other parametrisations accounting for improved dynam-608

ics representation have been proposed in the literature. Ponte et al. (2013) demonstrate609

the impact of wind-driven mixed layer dynamics on vertical velocities in the case of small610

wind-driven velocities compared to those associated with eddies and an Ekman number611

not small. Callies et al. (2016) highlight the importance of mixed-layer instabilities com-612

pared to mesoscale-driven surface frontogenesis. Chavanne and Klein (2016) include di-613

abatic vertical velocities in the surface layer based on thermal wind balance restoration614

after perturbations due to turbulent vertical mixing of momentum and buoyancy. These615

could also be explored in this Southern Ocean region in the future616

Below the mixed layer, the major components contributing to the 30% missing rms617

in the sQG reconstruction are the depth-intensified vertical velocities, the smaller 20-618

30 km barotropic structures present on the full water column, and the small-scale wave619

structures at depth highlighted in Figure 3. The analysis over five days in two seasons620

does not allow a quantitative analysis of the specific dynamics that these features rep-621
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resent. However, the strong deep vertical velocities could be due to the interaction of the622

flow with the bathymetry at the level of the Southeast Indian ridge. A barotropic com-623

ponent of the flow downstream could cause the intensification of the vertical velocities,624

which the effective sQG would not reconstruct. In addition to barotropic structures, sub-625

surface intensified eddies, as explained in Section 3.2, are not directly reconstructed by626

the effective sQG even if they present a SSH signature. Assassi et al. (2016) have iden-627

tified two indexes that define the type of the eddy (surface, subsurface) based on SSH628

and surface density/SST information, that could be used to gain prior knowledge on the629

type of surface or sub-surface structures that may be reconstructed by sQG in a region,630

given a field of SSH and SST. An alternative approach to capture more of the depth-intensified631

w could be to use the extended interior and surface quasigeostrophic (isQG) theory from632

Wang et al. (2013) and Liu et al. (2019), which yields good results in other regions (e.g.,633

South Atlantic Ocean). Miracca-Lage et al. (2022) found a strong dependency of the re-634

sults on the mixed layer depth and improved results with the isQG compared to the ef-635

fective sQG. Nevertheless, the 30% degradation of the reconstructed results at depth re-636

mains an issue.637

To estimate vertical heat fluxes, having temperature anomalies at the same reso-638

lution as the w field is still challenging. In particular, reconstructing the temperature639

anomalies with sQG density anomalies presents some limitations in this region of dis-640

tinct dynamics and vertical water mass layers north and south of the polar front. Specif-641

ically, sQG density anomalies do not capture the temperature anomaly inversions along642

the water column and coherently project the SSH gradients at depth, changing the real643

distribution of water masses, especially south of the polar front. The sQG reconstruc-644

tion of temperature anomalies in the domain also requires a specific linear regression be-645

tween density and temperature tuned to the area for each season. This is a limiting re-646

quirement for using this methodology more widely to compute vertical heat fluxes. To647

overcome this limitation, we have tested using a pseudo-gridded temperature product648

with the same resolution in our region as the operational ARMOR 3D product (Guinehut649

et al., 2012), which smooths out the small scales (¡ 150 km) compared to the sQG re-650

construction, but is spatially better correlated to the reference temperature from the model651

and captures the mixed layer variability. The spatial scales represented by ARMOR 3D652

are limited by the present generation of 2D gridded altimetry maps. In the future, we653

can expect higher-resolution altimetry maps including SWOT, that can be used to stir654

and reconstruct the ARMOR 3D temperature and salinity fields, and thus have similar655

high resolution of 2D surface SSH and 3D T/S fields. Other methodologies exist for re-656

constructing temperature at depth from SSH, such as the gravest empirical mode (GEM)657

used by Swart et al. (2010) south of Africa or Meunier et al. (2022) in the Gulf of Mex-658

ico, or new machine learning methodologies (Champenois & Sapsis, 2024), which could659

also be explored in future studies.660

VHF are computed for both temperature datasets using the same sQG w fields.661

Results indicate that the vertical velocity has a dominant role in the reconstruction. In662

fact, we obtain comparable spatial correlations and rms with the two methods below the663

mixed layer, even though the two temperature products have quite different metrics, es-664

pecially in terms of spatial correlation. Improving the w correlation to more than 0.6665

would yield to better results for the VHF computed with the Argo-like temperature prod-666

uct. The Argo-like product offers improved results within the mixed layer in terms of667

rms. The downside of using such product is that the 150 km resolution hides small mesoscale668

and submesoscale dynamics. Zhang et al. (2023) found that the submesoscales (< 40669

km) amplify the VHF via the inverse cascade, which explains the underestimation of the670

VHF in particular with the Argo-like temperature. We have examined two contrasting671

seasonal examples for this first demonstration of VHF derived from SSH data alone. Al-672

though March and October show comparable results, the limited data available (5 days673

for each month) do not allow for a thorough seasonal comparison.674
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This study was performed as a preliminary analysis of vertical velocity and VHF675

reconstruction that may be possible with the fine-scale SSH available from the SWOT676

mission. Comparing sQG scales with SWOT observability in the area (30-40 km in SSH677

from the first SWOT KaRIn data) tells us that the main sQG-observable dynamics (high-678

est spectral coherence for velocity between 30 and 70 km) are within the SWOT data679

observing capabilities, which is encouraging for developing this study even further with680

real data.681

As a first test of the effective sQG reconstruction with SWOT data, we have per-682

formed a simple spline filtering to combine 5 consecutive and neighbouring SWOT swaths683

in our region. These are preliminary beta pre-validated SWOT L3 data available from684

the 21-day science phase of SWOT in October 2023 (see Appendix B and Figure B1).685

The first test case of applying effective sQG to these SWOT 2D SSH data is shown in686

Figure 9, in comparison with the standard 2D SSH fields from DUACS/Copernicus. These687

preliminary results indicate that the spatial patterns of reconstructed w are similar to688

those derived from DUACS/Copernicus maps. The sQG reconstructed vertical veloc-689

ities have double the rms variability compared to those derived from DUACS w struc-690

tures, introduced via the 2D observations and small-scale features in the SWOT SSH.691

Appendix Appendix B shows how the 2D SSH field was created from the swaths, and692

more detailed analysis and validation will be shown in a subsequent study. The VHF was693

computed with the real ARMOR 3D dataset (https://data.marine.copernicus.eu/694

product/MULTIOBS GLO PHY TSUV 3D MYNRT 015 012/description) for the same period695

and region of the SWOT data. We note that these early SWOT data still need to be val-696

idated, especially to understand the signal and noise in the new scales < 150 km in wave-697

length.

SWOT DUACS

SWOT DUACS

a b

c d

+45 %

+45 %

e

f

.

Figure 9. (a - b) sQG w and (c - d) VHF computed with the sQG w and the ready ARMOR

3D product for the week of the 24th of October 2023 from the real SWOT SSH data (a - c) and

from the DUACS SSHm (b - d). Rms of (e) w and (f) VHF for the SWOT and DUACS fields.

The grey shading is the average mixed layer depth in October

698
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The potential of this effective sQG reconstruction in the Southern Ocean around699

50◦S is that every five days during the 3-years of the SWOT science mission, it may be700

possible to estimate a high-resolution 2D map of the vertical velocities and vertical heat701

fluxes. This will first require careful validation of the SWOT data and against in-situ702

ground-truth data of 3D velocities and temperature at depth. This methodology could703

then be extended to larger domains in the energetic Southern Ocean to evaluate the ver-704

tical exchanges between the surface and the ocean interior on a regular basis.705

Our study has demonstrated that effective sQG can reconstruct up to 70% of the706

modelled vertical velocities larger than 30-40 km in wavelength in this region and 60-707

70% of the vertical heat fluxes at these scales. There are limitations in the sQG verti-708

cal projection from the surface to depth, which cannot capture the vertical velocities gen-709

erated at depth downstream of the Southeast East Indian Ridge and cannot capture the710

small-scale w (< 40km), nor from internal waves. Another limitation is that fast-evolving711

structures would still be missed because of the SWOT 21-day coverage (see Appendix712

Appendix B for SWOT coverage over the region). Indeed, in our simple interpolation,713

we take the central date as a reference and assume that the observed structures in neigh-714

bouring passes offset by 1-day are static over each 5-day period. This assumption is sim-715

ilar to that used with most ship-borne campaigns in reconstructing the 3D field over many716

days. CNES and Collecte Localisation Satellites (CLS) are working on a higher-resolution717

2D multi-altimeter SSH operational product like DUACS/Copernicus that will include718

SWOT. This product will include more small scales compared to the current Coperni-719

cus operational product, but any mapping procedure will still smooth some of the small720

scales observed within the swaths. Ideally, some regional high-resolution mapping may721

be developed in the future to reduce this smoothing. These improved future operational722

2D gridded SSH data maps that include SWOT data will also help improve derived prod-723

ucts like ARMOR 3D due to, for example, better localisation of eddies. This will increase724

the spatial resolution and potentially avoid the temperature and VHF underestimation725

of the vertical water column.726

Appendix A sQG reconstruction of temperature anomalies727

Temperature anomalies can be reconstructed with only altimetry data, using sQG.728

Two preliminary analyses have been carried out to ensure that this anomaly can be re-729

trieved from the sQG density anomalies.730

A1 Stability at the base of the mixed layer731

The ocean density is a function of the 3D structure of the water temperature, salin-732

ity and pressure and depends strongly on the temperature and salinity structure. The733

Brunt-Väısala frequency coefficient N , a function of the density gradient, dictates the734

stability of the water column. It is defined as735

N2 =
g

ρ

∂ρ

∂z
(A1)

where g is the gravitational constant, ρ is the density and z is the water depth. The nec-736

essary condition for water column stability is a positive N . This stability can be split737

into the contribution of the thermal and haline parts738

1

ρ

∂ρ

∂z
= −α∂T

∂z
+ β

∂S

∂z
(A2)

where α = 1
ρ

∂ρ
∂T and β = 1

ρ
∂ρ
∂S The two terms representing the role of the thermal and739

haline stratification on the stability at the base of the mixed layer are the thermal sta-740

bility NT = −gα∂T
∂z and the haline stability NS = gβ ∂S

∂z . Where thermal stability dom-741

inates, the density gradient is driven by the temperature, so we can suppose that the tem-742

perature measurements in the region are sufficient to retrieve the density. The opposite743
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is true when the haline stability dominates. We first verified that in this polar front re-744

gion, the thermal stability dominated over the haline stability at all levels (this is not745

the case in the sea-ice zone further south).746

Then, by building scatter plots between the density and temperature anomalies,747

we can investigate the relationship between those two variables as a function of depth748

and season.749

A2 Linear correlation between density and temperature anomalies750

The linear regression is built for each vertical layer from the COAS density and tem-751

perature spatial anomalies (taken with respect to the mean of the 2D detrended spatial752

field). Figure A1 shows two examples of the scatter and linear regression below the mixed753

layer, where the regression improves with depth. Figure A1 c provides the values of the754

linear regression slope at each depth. Below the mixed layer, these values are similar in755

March and October and are consistent during the five days. The intercept value is close756

to zero in all cases. At 251 m, the temperature values still present some extreme values757

that are overestimated or underestimated by the linear regression. At 613 m, the anoma-758

lies are more concentrated around zero (see the distribution of the variables), the scat-759

ter itself presents a more linear shape, and there are fewer points with extreme values.760

The density and temperature have an increasingly linear relation with depth, with fewer761

points of temperature extremes departing from it. This is shown in Figure A1b, where762

the significance coefficient r2 is close to 0.5 at the bottom of the ML for both seasons,763

gradually increasing up to 0.9 at depth. The p-value of all regressions is below 0.05, a764

threshold usually taken to test the null hypothesis (not shown). This indicates the sta-765

tistical significance of the regression. Once the fine-resolution density anomalies are re-766

constructed with sQG, the temperature anomalies are deduced by implementing the lin-767

ear regression mentioned above for each depth.

a b c

Figure A1. (a) Scatter plot between density anomalies and temperature anomalies for COAS

at 251 m and 613 m, with the respective linear regression used to reconstruct the temperature

anomalies. The distribution of each variable is also shown in the lateral plots. Example for

March. (b) significance coefficient (r2) of the linear regression and (c) values of the linear regres-

sion at each depth for March and October. The grey shading corresponds to the average mixed

layer (ML) in the region for the five days between March 25th and 29th (dark grey), and between

October 25th and 29th (light grey)
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For this study, we have used the COAS model with full temperature/density field768

sampling and derived these statistical linear correlations in our region, at each model ver-769

tical level, and in contrasting seasons. For a wider application based on observations only,770

these linear correlations would need to be derived globally from Argo/hydrography pro-771

files, for example, and with monthly variations.772

Appendix B SWOT orbit and coverage in the study area773

The Sea Level Anomaly (SLA) swaths used to recreate the 2D field for applying774

the sQG methodology to the SWOT data are created using the beta pre-validated L3775

data (doi:10.24400/527896/A01-2023.017) published by AVISO (AVISO/DUACS, 2023).776

During the 3-year science phase, SWOT covers the region of interest for this study com-777

pletely in 21-days. However, due to the orbit coverage, there are four windows in which778

the satellite observes the region during five consecutive days, with swaths laid down in779

two sets of alternate ascending and descending passes that fully cover the area (see Fig-780

ure B1a). These 5-day neighbouring swaths are then used to create a 2D high-resolution781

SSH map over 600 x 600 km, by interpolating neighbouring swaths using a spline inter-782

polation (see Figure B1b). This field is then filtered at 20 km to imitate the sQG pro-783

cessing described in the main text, and to reduce the SWOT noise, e.g. from residual784

waves, etc. The corresponding DUACS 2D field centred on the same date is illustrated785

in Figure B1c for comparison.

T0T1T2T3T4

a b

c d

SWOT interp

DUACS

Figure B1. (a) L3 SWOT Sea Level Anomaly over five days in October, (b) spline interpo-

lation of the previous field, (c) DUACS SSH centred in the central day of SWOT observations,

(d) SSH spectra of the 2D SWOT field, the DUACS field on the same region and period, and of

COAS in the same area and season
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The SSH wavelength spectra of the 2D interpolated SWOT field, the DUACS field786

and the full COAS simulation are represented in Figure B1d. The three spectra match787

at large scales, down to ∼70 km. Below, DUACS presents lower energy than COAS and788

SWOT, and SWOT has slightly higher energy than COAS from 25-50 km. Different pro-789

cesses could cause this. On one hand, SWOT data and COAS have a better represen-790

tation of small scales than the DUACS product, leading to improved vertical dynamics791

in the region. On the other hand, this part of the spectrum could also include SWOT792

errors from new altimetric corrections at 2 km scales and from residual instrumental noise.793

The increased SWOT energy compared to COAS from at 20-70 km could come from the794

U-NET filter applied to the data for noise mitigation (Tréboutte et al., 2023). Conclu-795

sions on this require further analysis and should be updated when validated data are avail-796

able later in 2024.797
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Barceló-Llull, B., Mason, E., Capet, A., & Pascual, A. (2016, August). Impact843

of vertical and horizontal advection on nutrient distribution in the south-844

east Pacific. Ocean Science, 12 (4), 1003–1011. Retrieved 2024-03-11, from845

https://os.copernicus.org/articles/12/1003/2016/ (Publisher: Coper-846

nicus GmbH) doi: 10.5194/os-12-1003-2016847
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Tréboutte, A., Carli, E., Ballarotta, M., Carpentier, B., Faugère, Y., & Dibarboure,1288

G. (2023, January). KaRIn Noise Reduction Using a Convolutional Neu-1289

ral Network for the SWOT Ocean Products. Remote Sensing , 15 (8), 2183.1290

Retrieved 2023-04-20, from https://www.mdpi.com/2072-4292/15/8/21831291

(Number: 8 Publisher: Multidisciplinary Digital Publishing Institute) doi:1292

10.3390/rs150821831293

Wang, J., Flierl, G. R., LaCasce, J. H., McClean, J. L., & Mahadevan, A. (2013,1294

August). Reconstructing the Ocean’s Interior from Surface Data. Jour-1295

nal of Physical Oceanography , 43 (8), 1611–1626. Retrieved 2023-08-1296

14, from https://journals.ametsoc.org/view/journals/phoc/43/8/1297

jpo-d-12-0204.1.xml (Publisher: American Meteorological Society Sec-1298

tion: Journal of Physical Oceanography) doi: 10.1175/JPO-D-12-0204.11299

Watts, D. R., Tracey, K. L., Donohue, K. A., & Chereskin, T. K. (2016, July). Es-1300

timates of Eddy Heat Flux Crossing the Antarctic Circumpolar Current from1301

Observations in Drake Passage. Journal of Physical Oceanography , 46 (7),1302

2103–2122. Retrieved 2024-03-05, from https://journals.ametsoc.org/1303

view/journals/phoc/46/7/jpo-d-16-0029.1.xml (Publisher: Ameri-1304

can Meteorological Society Section: Journal of Physical Oceanography) doi:1305

10.1175/JPO-D-16-0029.11306

Wolfe, C. L., Cessi, P., McClean, J. L., & Maltrud, M. E. (2008). Ver-1307

tical heat transport in eddying ocean models. Geophysical Re-1308

search Letters, 35 (23). Retrieved 2023-10-05, from https://1309

onlinelibrary.wiley.com/doi/abs/10.1029/2008GL036138 ( eprint:1310

https://onlinelibrary.wiley.com/doi/pdf/10.1029/2008GL036138) doi:1311

10.1029/2008GL0361381312

Yu, X., Garabato, A. C. N., Martin, A. P., Buckingham, C. E., Brannigan, L., &1313

Su, Z. (2019, June). An Annual Cycle of Submesoscale Vertical Flow and1314

Restratification in the Upper Ocean. Journal of Physical Oceanography , 49 (6),1315

1439–1461. Retrieved 2024-02-27, from https://journals.ametsoc.org/1316

view/journals/phoc/49/6/jpo-d-18-0253.1.xml (Publisher: Ameri-1317

can Meteorological Society Section: Journal of Physical Oceanography) doi:1318

10.1175/JPO-D-18-0253.11319

Zhang, Z., Liu, Y., Qiu, B., Luo, Y., Cai, W., Yuan, Q., . . . Tian, J. (2023, March).1320

Submesoscale inverse energy cascade enhances Southern Ocean eddy heat1321

transport. Nature Communications, 14 (1), 1335. Retrieved 2023-11-20, from1322

https://www.nature.com/articles/s41467-023-36991-2 (Number: 11323

Publisher: Nature Publishing Group) doi: 10.1038/s41467-023-36991-21324

–33–


